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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>AT</td>
<td>automatic target recognition</td>
</tr>
<tr>
<td>AWS</td>
<td>autonomous weapon systems</td>
</tr>
<tr>
<td>CCW</td>
<td>1980 UN Convention on Conventional Weapon Systems</td>
</tr>
<tr>
<td>GCS</td>
<td>Ground Control Station</td>
</tr>
<tr>
<td>GGE</td>
<td>Group of Governmental Experts</td>
</tr>
<tr>
<td>GNSS</td>
<td>Global Navigation Satellite Systems</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>IAI</td>
<td>Israel Aerospace Industries</td>
</tr>
<tr>
<td>ICRC</td>
<td>International Committee of the Red Cross</td>
</tr>
<tr>
<td>IHL</td>
<td>international humanitarian law</td>
</tr>
<tr>
<td>LM</td>
<td>loitering munition</td>
</tr>
<tr>
<td>RPA</td>
<td>remotely piloted aircraft</td>
</tr>
<tr>
<td>SEAD</td>
<td>Suppression of Enemy Air Defence</td>
</tr>
<tr>
<td>SIPRI</td>
<td>Stockholm International Peace Research Institute</td>
</tr>
<tr>
<td>UAV</td>
<td>uncrewed aerial vehicle</td>
</tr>
<tr>
<td>UNIDIR</td>
<td>United Nations Institute for Disarmament Research</td>
</tr>
<tr>
<td>VTOL</td>
<td>Vertical Take Off and Landing</td>
</tr>
</tbody>
</table>
Executive summary

Loitering munitions – expendable uncrewed aircraft which can integrate sensor-based analysis to hover over, detect and explode into targets – are an increasingly prominent feature of modern battlefields. Existing studies have examined whether these technologies are changing the character of contemporary warfare, how the proliferation of loitering munitions impacts regional (and global) security dynamics, and what this may mean for the force structure of militaries across the world. Building on our earlier study of air defence systems, this report has a different focus. It examines the global acquisition and fielding of loitering munitions in the context of the debates about autonomous weapon systems (AWS). More specifically, it uses available open-source material to investigate whether the use of autonomous and automated technologies as part of the global development, testing, and use of loitering munitions since the 1980s has impacted emerging standards of human control over the use of force.

Most existing loitering munitions are advertised as being operated in line with “human-in-the-loop” principles. The operators of these platforms are presented as being required to authorise strikes against system-designated targets, monitor the platform’s operation through a two-way datalink and remote ground control station, and retaining an “abort/wave-off” capability to stop a strike if battlefield conditions change. Because humans rather than sensor inputs are responsible for the release of force, such systems cannot neatly be classified as AWS. This distinguishes many loitering munitions from the earlier Israel Aerospace Industries (IAI) Harpy system which, designed to conduct Suppression of Enemy Air Defence operations, is often described as an AWS.

Despite this, the global practices of acquiring and operating loitering munitions clearly highlight the trend towards increasing autonomy in the targeting functions of weapon systems and how this affects human control over the use of force. We argue that the integration of automated or autonomous technologies in loitering munitions has created practical challenges and precedents regarding the quality and form of human control exercised over specific targeting decisions. In particular, this process already appears to have reduced the quality of control and situational judgement which human agents can exercise over certain weapons in specific targeting decisions. The sensor-based targeting used on certain types of loitering munitions as mobile platforms with increasing geographical and temporal range appears to have created heightened unpredictability concerning where, when, and against whom force is used. This potentially makes human control over specific targeting decisions more nominal than meaningful. It also raises questions related to compliance with various legal and ethical norms.

2 The authors wish to express our thanks to Daan Kayser for drawing the addition of “form” to our attention.
Throughout this report, three major areas of concern are highlighted:

- (1) Greater uncertainties regarding when and where force is used and how human agents exert control over specific targeting decisions (i.e. the situational and decision-making dimensions of human control);
- (2) The use of loitering munitions as anti-personnel weapons and in populated areas;
- and (3) Inattention to the potentially unpredictable, indiscriminate, and wide area effects associated with the fielding of loitering munitions.

These research findings are based on two sources of analysis: first, a new open-source catalogue detailing the integration of automated and autonomous functions in a global selection of 24 different loitering munitions which have been acquired by at least 16 states. This includes loitering munitions developed by companies in states which have (historically) been closely associated with the development of these technologies (e.g. China, Israel, Russia, the United States, Turkey), as well as by other manufacturers in, e.g., Australia, Poland, Taiwan, and the United Kingdom (UK). Similarly, our catalogue includes platforms which have risen to international prominence given their use in recent conflicts, some of which may already be familiar to the reader. These include the AeroVironment Switchblade 300, the IAI Harpy, and the STM Kargu–2, amongst others. As with our earlier study of air defence systems, to the extent which is possible from open-source material, this catalogue is designed to extend the international debates on how autonomy in existing weapon systems is altering social norms of human control over targeting decisions. It does so by documenting the use of automated and autonomous technologies in these systems rather than detailing the technical design features already catalogued in existing studies.

Second, we provide in–depth case studies detailing how loitering munitions have been used in three recent conflicts: the Libyan Civil War (2014–2020), the 2020 Nagorno-Karabakh War, and the War in Ukraine (2022–). These case studies allow us to explore different sites and modes of operating loitering munitions across a range of conflict parties. They also allow us to draw out the three principal areas of concern we associate with current practices of loitering munitions usage: greater uncertainties regarding situational and decision-making dimensions of human control; the use of these systems as anti-personnel weapons and in populated areas; and potential indiscriminate, wide area effects.

As a starting point for the creation of new safeguards to not only protect but improve the quality and form of human control exercised over specific targeting decisions, we make a series of recommendations for the various actors participating in the international debates on AWS and for states developing and using loitering munitions. These recommendations are underpinned by our overall assessment that there is a clear and pressing need to regulate the integration of automated and autonomous targeting in weapons, including loitering munitions, in a legally binding international treaty. Our recommendations overlap with proposals put forward by the International Committee of the Red Cross (ICRC).

---

3 “Wide area effects” can mean (1) effects that might occur within a wide area and (2) how high-explosive warheads may directly affect a wide area.
In particular, our analysis of practices of using loitering munitions as a type of autonomous weapon underscores potential future trends in military development identified by the ICRC: loitering munitions appear to have been used to target human beings and a wider variety of military objects over time; these systems are mobile rather than fixed in place; and they have been “used in cities where civilians would be most at risk”.\(^8\)

What also comes strongly out of our open-source analysis are data limitations that have a fundamental impact on our understanding of the precise quality of human control exercised in operating loitering munitions. Amongst other things, this highlights the need for greater transparency in this area.

Based on our findings, we urge states to develop and adopt legally binding international rules on autonomy in weapon systems, including loitering munitions as a category therein. We recommend that states:

- Affirm, retain, and strengthen the current standard of real-time, direct human assessment of, and control over, specific targeting decisions when using loitering munitions and other weapons integrating automated, autonomous, and AI technologies as a firewall for ensuring compliance with legal and ethical norms.
- Establish controls over the duration and geographical area within which weapons like loitering munitions that can use automated, autonomous, and AI technologies to identify, select, track, and apply force can operate.
- Prohibit the integration of machine learning and other forms of unpredictable AI algorithms into the targeting functions of loitering munitions because of how this may fundamentally alter the predictability, explainability, and accountability of specific targeting decisions and their outcomes.
- Establish controls over the types of environments in which sensor-based weapons like loitering munitions that can use automated, autonomous, and AI technologies to identify, select, track, and apply force to targets can operate. Loitering munitions functioning as AWS should not be used in populated areas.
- Prohibit the use of certain target profiles for sensor-based weapons which use automated, autonomous, and AI technologies in targeting functions. This should include prohibiting the design, testing, and use of autonomy in weapon systems, including loitering munitions, to “target human beings” as well as limiting the use of such weapons “to objects that are military objectives by nature”.\(^9\)
- Be more forthcoming in releasing technical details relating to the quality of human control exercised in operating loitering munitions in specific targeting decisions. This should include the sharing, where appropriate, of details regarding the level and character of the training that human operators of loitering munitions receive.

---


1 Introduction

This report investigates whether the use of automated, autonomous, and AI technologies as part of the global development, testing, and usage of loitering munitions since the 1980s has impacted emerging practices and social norms of human control over the use of force. Loitering munitions are expendable uncrewed aircraft which can integrate sensor-based analysis to hover over, detect and explode into targets. Previous research suggests that manufacturers in up to 24 states are producing these systems. On the basis of the available open-source information, we argue that the integration of automated, autonomous, and AI technologies in loitering munitions may diminish the quality of human control exercised over specific targeting decisions. This is an important contribution to the international regulatory debate on autonomous weapon systems (AWS) because this process has, over time, set important and problematic precedents for what counts as an “acceptable” quality and form of human control that have neither been openly acknowledged nor scrutinised. Our analysis illustrates that the global development and fielding of loitering munitions draws attention to particular problems and challenges, highlighting areas in need of regulation.

The integration of automated, autonomous, and AI technologies into loitering munitions forms part of a wider, potentially transformative trend in warfighting: the development of AWS – weapons “where force is applied automatically on the basis of a sensor-based targeting system.” AWS have been subject to much academic, practitioner, and civil society debate. In an era of renewed great power competition, technological developments in the field of AI have assumed a major geopolitical importance. More importantly for the purposes of our analysis, military applications of autonomy appear to be altering how human agents control and direct the use of military force, potentially reordering aspects of the relationship between technology and humans in war.

Within these debates, it is still commonly assumed that the challenges generated by the weaponization of autonomy and AI will materialise in the near to medium term future. Regardless of how reassuring such thinking may be, it does not hold up to scrutiny. As this report emphasises in the specific case of loitering munitions,
the decades long process of integrating sensor-based targeting into weapons via automated, autonomous, and, to a limited extent, AI technologies has already reduced the quality of control and situational judgement which human agents can exercise over specific targeting decisions.

Loitering munitions hold a particularly significant place in the debates on AWS. Some loitering munitions designed to conduct Suppression of Enemy Air Defence operations, such as the IAI Harpy, are widely considered as being an example of an AWS capable of automatically applying force via sensor-based targeting without human intervention after activation. Loitering munitions have been developed as anti-radiation systems, anti-armour systems, and anti-personnel systems. The notable role played by these technologies in recent conflicts in Nagorno-Karabakh, Libya, and Ukraine has generated widespread public and military interest. The development of the loitering munition has been compared to the introduction of the machine gun and the airplane during the early twentieth century. Analysts are increasingly concerned with what operational implications the proliferation and use of these technologies may have on the modern battlefield, including what the fielding of these systems means for the survivability of tanks and air defence systems.
Our report, in contrast, picks up our earlier call for “more in-depth studies of the emerging standards of ... human control produced by the use of other existing weapon systems with automated and autonomous features”. In part because of the speed at which these platforms are proliferating, loitering munitions are described as “a test–bed for using weapons on a battlefield independent of human control”. Many existing loitering munitions require human approval before conducting a strike. Such systems do not necessarily qualify as AWS. They are important to study, however, because they speak to the trend of increasing autonomy in weapon systems and the changes to the quality and form of human control exercised in warfare that result from creating greater spatial and temporal distance between humans and their exercise of deliberative, context–specific judgment over the use of force.

This study is based on novel, in–depth research into how automated, autonomous, and AI technologies are used to support targeting and mobility functions in loitering munitions. It has been written for the various stakeholder groups participating in the international debate on AWS: state officials, nongovernmental organisations, academics, journalists, and interested members of the public. Throughout this analysis, we unpack some of the problematic features generated by the use of automated, autonomous, and AI technologies in loitering munitions for the exercise of human control in specific targeting decisions. Three principal areas of concern are highlighted, the various impacts of which are magnified by the ongoing global proliferation of these technologies.

1 Uncertain quality of human control

Loitering munition manufacturers generally characterise their platforms as being operated with a “human-in-the-loop”. This means that human agents are required to visually verify targets before authorising strikes and, in a capability advertised for many systems, can “wave off” a strike if battlefield conditions change (e.g., civilians enter the combat zone). Yet, it is important to note that some loitering munitions currently in service appear to have the latent technical capability to identify, track, select, and strike targets autonomously. When operating with this functionality, loitering munitions can be characterised as AWS. Further, the promotional material produced by many manufacturers presents loitering munitions as being capable of operating in GPS–denied environments, as well as alluding to some potential capacity to strike targets without human intervention. Similarly, military leaders such as Ukraine’s Lieutenant Colonel Yaroslav Honchar have noted that Ukraine “already conducts fully robotic operations, without human intervention”. This suggests that the human operator may not always retain an ability to (visually or by other means) verify targets before a strike, underscoring a set of fundamental uncertainties regarding whether (and if so how) loitering munitions may operate without human assessment of sensor inputs.

---

As it stands, the principle that these systems are operated with “humans-in-the-loop” is accepted. This principle needs to be affirmed and retained. It also needs to be strengthened as the quality and form of that human control may still be adversely affected by the following factors:

a. The human operators of loitering munitions are often depicted as making decisions in a sterile and organised environment without immediate stress or risk of physical harm. These depictions stand in stark contrast to how we could expect these systems to be used in real-world combat situations. Soldiers using small canister launched loitering munitions which can often be transported in a backpack, for example, will operate in close proximity to the risks and stress associated with frontline fighting. These high-pressure situations heighten the challenges inherent to human-machine interaction. We must account for the fact that the actual use of these technologies will be more complex than the generally sanitized images presented in many advertisements.

b. The fact that many loitering munitions appear to have been designed with a latent capability to engage in sensor-based targeting without human intervention is noteworthy even if the final decision to fire is made by a human operator. Under stressful and rapidly changing battlefield conditions, it is possible that humans, in verifying a given target, may uncritically trust the system’s outputs – a finding suggested by previous investigations of automation bias/over-trust. In certain situations, human operators may lack sufficient situational awareness to meaningfully assess targets suggested to them by the system. Humans may also experience a significant cognitive workload in operating systems integrating such complex technologies. Furthermore, it is not inconceivable that access to this latent technical capability may lead to its eventual use by conflict parties.

2. Use as anti-personnel weapons and in populated areas

The earliest loitering munitions, such as the IAI Harpy, were principally designed to search out and destroy enemy radar systems. A more recent trend in loitering munition development has been the design of smaller, anti-personnel platforms that are intended for operations in populated areas. Of the 24 loitering munitions we examined in our catalogue, 14 have anti-personnel target profiles and 18 are advertised for use in populated, urban areas. As argued throughout this report, this trend has potentially significant repercussions for shaping the quality and form of human control exercised over specific targeting decisions:

a. Loitering munitions armed with fragmentation warheads have been used in populated areas, including in cities, where civilians and civilian objects are present, thereby putting them at risk of being unlawfully targeted. Various objects, such as military vehicles and radar systems, have become more easily machine-recongnisable and therefore more vulnerable in combat to weapons integrating autonomy to support targeting functions. As a consequence, we may see the increasing use of such systems, including loitering munitions, in populated areas because ‘any opponent facing down autonomous systems is best served by ‘clutter’ that impedes its use’.

The fact that many loitering munitions appear to have been designed with a latent capability to engage in sensor-based targeting without human intervention is noteworthy even if the final decision to fire is made by a human operator.

---


The design of some loitering munitions as anti-personnel weapons marks a significant change in the target profiles used in these systems. This trend possibly contrasts with safeguarding ethical principles of humanity and compliance with international humanitarian law, such as distinguishing between civilians and combatants. First, making such legal judgments is in principle a human obligation under the law. Second, the change in target type away from objects that are military objectives by nature matters because such objects have a more enduring bond to military identity than human beings. In other words, categorizing an armoured fighting vehicle as a military objective by nature as part of a loitering munitions’ targeting algorithm may be reasonable because the likelihood of that vehicle being in civilian usage is low. However, the same argument does not apply to objects whose identity is fluid: objects that are military objectives by location, purpose, or use, such as bridges, or indeed, human beings. Further, legal experts have raised recognizing combatants as hors de combat as a particular challenge when using AWS and as serving as grounds for prohibiting the development and usage of anti-personnel target profiles.

### 3 Potential indiscriminate and wide area effects

Many analysts and weapon manufacturers champion loitering munitions as being precise and accurate weapons. Certain types of portable loitering munitions can indeed be installed with comparatively small warheads, particularly when compared to older, unguided munitions. But the emphasis on precision aligns loitering munitions with a longer (and, at times, problematic) narrative about the pursuit of ever greater levels of accuracy in war, deserving of greater scrutiny.

Precision is a relative and politicized notion which has been used to justify investments in new automated weapon technologies. Whilst such claims may not always be inaccurate, the companies’ manufacturing loitering munitions have a vested, commercial interest in promoting the narrative that the integration of automated, autonomous, and AI technologies increases the precision and accuracy of their systems. As the ICRC highlights, autonomy in weapons, including in loitering munitions, leads to “more generalized decision-making in targeting, with less knowledge about the eventual target(s), and the precise timing and/or location of the resulting application(s) of force”. In our assessment, loitering munitions can therefore potentially have indiscriminate effects. This, in principle, may result in civilians and civilian objects inadvertently becoming subject to the use of force.

Further, because the precise location where force will be applied is unclear at the point of launch and in flight, the system can “appl[y] explosive force somewhere within a wide area”. These potential wide-area effects associated with loitering munitions have two dimensions:

---

32 Suchman, “Algorithmic Warfare and the Reinvention of Accuracy.”
33 Suchman.
• The anti-personnel and anti-armour loitering munitions surveyed in our catalogue have an operational endurance of between 15 minutes and 6 hours and an operational range of between 5 and 50km. This means that the geographical area in which a strike might occur can encompass a radius of up to 50km. Within that radius, the sensors installed onto loitering munitions acquire data, for example weight, heat-shapes, acoustic and radar signature, image and object recognition, but also movement patterns.\(^{37}\) If something within that radius matches the loitering munitions’ pre-programmed target profile, it may become a target against which force is used. This means that loitering munitions can have wide area effects comparable to those that have been identified as problematic for other explosive weapons described as being inaccurate. This is because, at the moment of launch and when the loitering munition is in the air, its specific target is unclear. This “produce[s] significant variations in where a warhead might land”.\(^{38}\)

• Some loitering munitions such as the Turkish-manufactured Kargu-2 and the Russian-manufactured Lancet-3 can reportedly be equipped with thermobaric warheads. Notably, and problematically, these are also the only two systems in our catalogue that may integrate AI technologies in targeting. Thermobaric warheads are fuel-air explosives. These weapons create an explosion that significantly exceeds those associated with condensed explosives, such as TNT.\(^{39}\) Thermobaric warheads, in comparison to conventional warheads, have a larger blast and fragmentation radius when detonated, which is a key “driver of wide area effects”.\(^{40}\) Such thermobaric blasts are “twelve to sixteen times more destructive than conventional high explosives against targets with large surface areas”.\(^{41}\) The scale of the blast created depends on the size of the warhead. The Kargu-2 and the Lancet can only carry warheads weighing at a maximum of 1.3kg and 3kg. Because of their high explosive content, even the use of thermobaric warheads at this scale brings with it more significant potential to threaten harm to the civilian population,\(^{42}\) as well as risk the destruction of civilian infrastructure/sites which fall under the hard protection of international humanitarian law (IHL), such as hospitals and schools.\(^{43}\)

The principle that sensor-based targeting may have diminished human control over the use of force is not a novel finding. An obvious example of this are landmines where we can see very strong evidence of diminished human control.\(^{44}\) Building on earlier studies, our analysis suggests that the practices of using loitering munitions deviate significantly from those associated with other existing weapons featuring autonomous technologies in targeting. Air defence systems, for example, are limited to targeting military objects and are fixed in place to protect military installations or warships from attack. By contrast, loitering munitions are mobile, can include target types beyond military objectives, and are used in populated areas. Loitering munitions can hover over the battlefield and strike certain target profiles once detected. This contributes towards a new level of

---


\(^{42}\) Accurately assessing the scale of this possible harm depends on several contextual factors, including the rules of engagement under which these systems are operated and what weapon systems other than loitering munitions may be used to conduct this type of attack. We want to thank Justin Bronk for bringing these factors to our attention.


\(^{44}\) The authors would like to thank Neil Davison for suggesting this example.
complexity in human–machine interaction because of the possible changes in the operational environment between the time when a loitering munition is activated and when authorisation is requested from a human operator to conduct a strike. The targeting decisions associated with using loitering munitions are shaped by the parameters established in pre-programmed target profiles and the human operators who may or may not supervise targeting decisions. As our analysis highlights however, these technologies generate new and significant uncertainties regarding where, when, against whom, and under what conditions force is used.

According to manufacturers, loitering munitions are “becoming a core required capability of leading armies worldwide”. As our later analysis suggests, militaries across the world are increasingly acquiring and deploying these systems. But that does not preclude making regulatory choices. As of now, loitering munitions only appear to have latent autonomous targeting capabilities, meaning that releasing force requires human authorisation. This development underlines both the urgent need but also the timely opportunity for new legally binding rules to regulate autonomy in weapons, including loitering munitions as a category therein.

The remainder of our analysis unfolds in six steps. In Section 2, we introduce our definitions of several of the key terms used throughout this report including automation, autonomy, and AI. Our understanding of the relationship between autonomy, human control, and unpredictability in specific targeting decisions is also outlined. This is done to contextualise our subsequent analysis of how the global use of loitering munitions integrating automated, autonomous, and, to a limited extent, AI technologies already appears to have shaped the exercise of human control in certain use of force situations.

Section 3 begins by introducing our definition of a loitering munition as a distinct type of expendable uncrewed aircraft integrating sensor-based analysis which are designed to hover over, detect, and crash into targets. We then summarise how autonomy and automation have been integrated into loitering munitions, as well as introducing some of the general challenges which these systems present to the operational and the decision–making dimensions of human control.

Section 4 examines the trends in the global development and testing of automated, autonomous, and AI technologies in loitering munitions. We start by introducing some of the design features common to these weapons. We then introduce the novelty of, and contribution made by, our qualitative data catalogue of 24 loitering munitions to the ongoing international debate on AWS. This section of our report also outlines the methodology used to generate this catalogue.

Section 5 provides an in-depth analysis of how the recent battlefield use of loitering munitions illustrates the three areas of concern identified above. Three conflicts are studied in detail: the Libyan Civil War, the 2020 Nagorno–Karabakh War, and Russia’s full-scale invasion of Ukraine. Our analysis shows that practices of using loitering munitions set precedents for greater uncertainty along the situational and the decision–making dimensions of human control. The growing use of such platforms as anti-personnel weapons and in populated areas, and their potential to have indiscriminate and wide area effects, is also highlighted.

Finally, section 6 offers a critical conclusion and summarises our policy recommendations.

2 Key Terms and Concepts: Artificial Intelligence, Autonomy, Automation and (Un)predictability and the Use of Force

The language used in the international debates on autonomous weapon systems (AWS) is both contested and politicised. This section of our report therefore introduces some general definitions of the terms underpinning our analysis: artificial intelligence (AI), autonomy, automation, and machine learning. We then build on these definitions to examine the relationship between autonomy, human control, and the (un)predictability of the use of force.

2.1 Artificial Intelligence, autonomy, and automation

AI is not a singular technology, and neither is it a weapon in itself. Rather, it is a technological enabler which impacts many societal domains, such as transport, education, care, security, and health. From a broad, technical standpoint, AI can be defined as the attempt “to create machines or things that can do more than what is programmed into them”.

This definition indicates that AI has become an umbrella term for an entire field of scientific inquiry ranging from natural language processing to computer vision. Autonomy can be broadly defined as the “ability of a machine to perform a task without human input”. An autonomous system, “once activated, can perform some tasks or functions on its own”. Autonomous systems use sensors to perceive the environment before using a software component, typically in algorithmic form, to search for patterns in this data. The analysis of these sensory inputs informs the systems’ outputs and the actions taken in pursuit of a goal established by a human programmer. Autonomous systems can choose between multiple courses of action to complete designated tasks. They are thus capable of operating without direct human input. Three different dimensions to autonomy can be distinguished: (1) the complexity of the task delegated to the machine; (2) the character of human–machine interaction when the machine is conducting its designated task, particularly as it relates to the degree of required human input; and (3) the complexity of the machine’s output–producing processes.

Automation is a notion which is related to, and often conflated with, autonomy. Some argue that a technical distinction can be drawn between autonomy and
automation, but understandings of automation and autonomy differ across domains. There are also political dimensions to how these terms are used in the international debates regarding AWS. Actors may, for example, prefer to use the term automation, even when referring to what could also be called autonomy, because it implies a higher degree of familiarity and predictability. According to cognitive robotics professor Alan Winfield, automation means “running through a fixed pre-programmed sequence of action.” In this sense, automation implies a set of less complex actions than autonomy because automated systems may follow a linear/scripted sequence of measures – i.e. when “A” happens follow procedure “B.” Rather than establishing a perhaps futile clear-cut distinction between automation and autonomy, we prefer the concept of sensor-based systems because it encompasses automation, autonomy, and AI. Systems integrating these technologies all rely on sensors and software to detect and identify objects. Importantly, automated and autonomous technologies increase system complexity and trigger shared concerns when integrated into targeting functions.

2.2 Autonomy, automation, and human control in weapon systems

At the United Nations Convention on Certain Conventional Weapons (CCW) Group of Governmental Experts (GGE) and elsewhere, the terms lethal autonomous weapon systems (LAWS) and autonomous weapon systems (AWS) are used to discuss the integration of automated, autonomous, and, to a limited extent, AI technologies into a variety of weapon systems.

AWS are defined by some as “systems that, when in use, apply force automatically, at a time and place that is determined by matching sensor inputs from the environment against encoded profiles of intended target-types, without human assessment of those sensors inputs.” AWS differ from remotely-controlled, uncrewed weapon systems, such as Medium-Altitude Long-Endurance drones like current versions of the MQ-9 Reaper, which are, as of now, remotely piloted and controlled by human agents through remote split operations. In essence, an AWS is any weapon which, once activated, is capable of sensing and acting within a designated area (whatever its geographical extent) to detect and strike targets which meet operator designated target profiles. Such target profiles can, however, only ever be a technical approximation of the ‘target’ the user intends to strike.

Automated and autonomous technologies, as well as AI, can be integrated into a range of different functions used as part of a weapon system. Research conducted by Vincent Boulanin and Maaike Verbruggen at the Stockholm International Peace Research Institute (SIPRI) highlights five autonomous functions which can be part

57. The GGE’s mandate covers “emerging technologies in the area of LAWS,” but an increasing number of stakeholders, such as the ICRC and civil society organizations, use the more general term AWS. Amongst other reasons, this is because non-lethal uses of autonomy have significant legal and ethical ramifications deserving of careful consideration.
59. The authors want to thank Neil Davison for making this point.
of AWS: (1) mobility; (2) targeting; (3) intelligence; (4) interoperability; and (5) health management. Our analysis of loitering munitions focuses on the use of automated, autonomous, and, to a limited extent, AI technologies to support mobility and targeting functions. This discussion helps contextualise an important trend in the recent development of autonomy in weapon systems: the design of more mobile weapons which provide a different set of challenges to human control than older platforms, such as air defence systems, which are generally operated in fixed locations.

(Mobility). Automated, autonomous, and AI technologies can be used to enable the mobility of AWS, defined as “functions which allow the system to govern and direct its own motion within its operating environment without direct involvement of a human operator”. This use of automated, autonomous, and AI technologies reduces human workload by eliminating the need to manually control and direct the platform’s movements. This frees up the operator to focus on the completion of other tasks, and in principle reduces the risk of accidents.

Some weapon systems integrating autonomy, including loitering munitions, are installed with a homing capability which enables platforms to track and follow operator designated targets. Such systems can also be installed with autonomous navigation features. These include waypoint navigation: a capability which enables a system to traverse a predesignated route by following a set of geographical coordinates entered by the operator. Larger uncrewed systems, such as the Northrop Grumman manufactured MQ-4C Triton high-altitude surveillance drone, are similarly capable of autonomously planning navigational routes to designated locations with a set of parameters established by human operators. Given the greater presence of civilians and/or civilian objects in these areas and thus the increased likelihood of interacting with the complex behaviours of human agents, autonomous navigation features generally work less effectively in urban areas.

(Targeting). Automated, autonomous, and AI technologies can also be used to support targeting functions, defined as a machine’s ability to search for, identify, and strike a category of object. This can involve the use of automatic target recognition (ATR) software which works by searching for specified targeting signatures in sensor data, whether this be collected via electro-optical and/or infrared camera(s), radar, or another type of sensor. The use of ATR can increase the range of targets that can be detected, as well as the speed at which they can be identified. ATR software can, in principle, be programmed to detect a range of military related objects including tanks, airplanes, missiles, radars, improvised explosive devices, and minefields. ATR works via matching sensor inputs against operator designated target profiles, “a pattern of sensor data that is taken to represent a target” and triggers “a specific application of force being undertaken by the system.”

According to some analysts, most existing ATR software is “rather rudimentary”. For the most part, these programmes are only capable of reliably detecting larger and clearly specified objects such as tanks, missiles, and radar installations. Using
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target recognition programmes to detect human targets and to distinguish between civilians and combatants is very demanding.\textsuperscript{73} This is because determining the legal status of a person, and therefore whether someone can be targeted, is context dependent.\textsuperscript{74} The performance of ATR can also be reduced by a range of environmental factors, including the degree of background “clutter”, the weather, and enemy decoy efforts.\textsuperscript{75} For these reasons, most ATR software is operated with a “human–in-the-loop” since humans are “much better than ATRs at tasks requiring consultation, comprehension, and judgement”.\textsuperscript{76} There is also a legal requirement for humans to make certain context specific judgments, especially with regard to discrimination, proportionality, and precautions in attack.\textsuperscript{77} As the various technologies associated with this software continue to be tested and developed, it is not inconceivable that more autonomous ATR programmes will be installed into various different types of weapon systems, including loitering munitions.

(Human control) Recent technical developments in automated, autonomous, and AI technologies have prompted major civil society, practitioner, and scholarly debate on the changing role of human cognition in war. Often, the extent to which humans remain in direct control over specific targeting decisions is conceptualised using the “in, on, and out” of the loop model (see table 1). For “in-the-loop” systems, humans either (a) deliberate about specific targeting decisions before initiating a strike, often through visual inspection of targets; or (b) choose from a list of targets generated by the system for potential attack. In “on-the-loop” systems, humans (c) approve attacks against targets identified by the system; or (d) have a time–restricted veto. In “out-of-the-loop” systems, the system selects targets based on pre–programmed target profiles and initiates attacks without direct human involvement.\textsuperscript{78}

<table>
<thead>
<tr>
<th>(a) humans deliberate about specific targeting decisions before initiating an attack, often through a visual inspection of the target</th>
<th>in-the-loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) humans choose from a list of targets generated by the system to attack</td>
<td>in-the-loop</td>
</tr>
<tr>
<td>(c) humans approve attacks against targets identified by the system</td>
<td>on-the-loop</td>
</tr>
<tr>
<td>(d) the system selects targets and allocates humans a time–restricted veto before commencing an attack</td>
<td>on-the-loop</td>
</tr>
<tr>
<td>(e) the system selects targets based on pre–programmed target profiles and initiates attacks without direct human involvement</td>
<td>out-of-the-loop</td>
</tr>
</tbody>
</table>

2.3 Machine learning

Machine learning is an important technique of AI which could transform how loitering munitions and other types of AWS are operated and deployed. In technical terms, machine learning refers to the “development of computers and robots capable of adapting to their environment and improving performance based on past experiences and training rather than a pre–programmed model of the

\textsuperscript{73} Boulanin and Verbruggen, “Mapping the Development of Autonomy in Weapons Systems,” 7.
\textsuperscript{74} ICRC, “ICRC Position on Autonomous Weapon Systems and Background Paper.”
\textsuperscript{75} Boulanin and Verbruggen, “Mapping the Development of Autonomy in Weapons Systems,” 25; Schachter, Automatic Target Recognition, 5; Scharre, Army of None, 84.
\textsuperscript{76} Schachter, Automatic Target Recognition, xiv.
\textsuperscript{78} Based on Sharkey, “Staying in the Loop,” 34–37.
Loitering Munitions and Unpredictability

Machine learning requires access to large volumes of training data in order to draw conclusions and propose solutions to problems specified by humans which the system uses to search for patterns. Amongst other methods, machine learning can involve the use of deep learning, defined as a “specific technique based on neural networks, which draws on knowledge of the human brain, statistics and applied maths.”

The use of machine learning algorithms in commercial research fields including medicine, agriculture, and the automotive industry has produced a series of scientific developments. The speed at which machine learning algorithms can complete certain tasks, coupled with the anxiety states may have that their adversaries are developing these technologies, suggests that machine learning algorithms may become a feature of warfighting, if under certain controls.

Because of the difficulties involved with certifying the safety of such software, it is claimed that there are “no weapon systems in active service that have the capacity to deliver lethal force and use AI powered by machine learning”. As discussed in greater detail in the fifth section of our report however, the Turkish defence company STM has previously advertised the Kargu-2 as being installed with “real-time image processing capabilities and machine learning algorithms” to facilitate strikes against fixed and moving targets.

Hypothetically, machine learning could support the operation of entire systems or be used to support specific functions such as mobility and targeting. Machine learning is far from a technological silver-bullet, however. The safety of machine learning algorithms in a military context requires a large amount of accurate training data which can be difficult to obtain. This “data dependence” may produce “brittle” AWS which only reliably work in environments that directly match training data. In this way, the military use of machine learning algorithms could produce weapons that exhibit incomprehensible, unethical, or unlawful behaviours. As Arthur Holland Michel observes:

*If a machine learning system can adjust itself in real time while executing a mission—a technique that is gaining favour as a means of continuously improving the system’s performance and further enabling autonomous operations in complex environments—that system’s specific outputs may be harder to predict as it may acquire new unanticipated behaviours that have not been tested.*

---

Machine learning algorithms can also have weaknesses which operators cannot anticipate, stop, or comprehend. This can include what Arthur Holland Michel frames as the “blackbox problem”: situations in which a human operator can observe the actions taken by AWS integrated with machine learning algorithms, but not understand the logic informing these outputs, nor why one set of actions was taken rather than others. In this way, the integration of machine learning algorithms into AWS could bring “a new dimension of unpredictability to these weapons, as well as concerns about lack of explainability and bias”. To better understand these dynamics and provide important context for this report’s analysis of loitering munitions and human control, the relationship between unpredictability and human control is discussed in greater detail below.

### 2.4 Unpredictability and human control

Unpredictability is an inherent feature of the conduct and consequences of war. As captured in Carl von Clausewitz’s conceptualisations of friction and chance, commanders cannot know how, where, and when an adversary may choose to fight. The integration of automated, autonomous and AI technologies into weapon systems can generate new uncertainties about when, where, and against whom military force is used. According to Arthur Holland Michel, predictability refers to the “extent to which a system’s outputs or effects can be anticipated”. The authors of a recent Alan Turing Institute Centre for Emerging Technology and Security report on the predictability of AI systems similarly approach this issue in terms of the “degree to which one can answer the question: what will an AI system do?”

The predictability of machines integrating automated, autonomous, and AI technologies has both technical and operational dimensions. It concerns not only the accuracy of the actions which are taken but whether such outcomes are consistent with the system’s design and can be anticipated by human agents. The technical dimensions of predictability relate to a system’s ability to complete a specified task with the same accuracy and reliability as it had in testing, previous use, and/or when provided with training data. It therefore revolves around issues such as the accuracy, transparency, explainability, and interpretability of system outputs.

The operational dimension of predictability, on the other hand, “refers to the degree to which an autonomous system’s individual actions can be anticipated”. This can be influenced by multiple factors. These include the complexity of the environment in which these systems are deployed, interactions with potential adversaries, and the operator’s understanding of how and why systems may reach particular outcomes. As Arthur Holland Michel notes:
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Operational unpredictability is particularly inherent in systems designed to handle a wide range of inputs, complex environments and dynamic conditions. Not only is it hard to anticipate what such a system will encounter, it may be difficult (especially in the case of learning-based systems) to anticipate exactly how the system will respond to this environment, because such AI systems may achieve their goals in ways that are not necessarily logical or reasonable by human standards.\textsuperscript{101}

The degree of unpredictability involved with the operation of systems integrating automated, autonomous, and AI technologies varies. Amongst other factors, it can be influenced by: (1) the complexity of the task delegated to the system (i.e. what the system is expected to do); (2) the complexity of the environment in which the system is operating (i.e. where the system is expected to complete its designated task); and (3) the number of systems interacting together (i.e. how many systems are working in tandem or in the same environment).\textsuperscript{102} In this way, “[p]redictability is partly a characteristic of the technology, but more fundamentally it is a characteristic of the interaction between that technology and the specific environment within which it will operate.”\textsuperscript{103}

The process of delegating tasks to automated, autonomous, and AI technologies creates unpredictability because the designers of such technologies cannot foresee every possible output a system will produce or obstacle it will encounter.\textsuperscript{104} From a technical standpoint, the operators of such systems cannot be completely certain that, once activated, AWS will perform as designed.\textsuperscript{105} The predictability of AWS could have major implications for the degree and quality of control which human agents exercise over specific targeting decisions, as well as the international regulatory debates on these technologies.\textsuperscript{106} For example, it could mean that systems strike unanticipated target types and/or use force at unforeseeable times and places. Such unpredictability could make it difficult to attribute responsibility for the actions taken by weapon systems.\textsuperscript{107}

Human control and human–machine interaction have become major reference points amongst the many international stakeholders participating in the international debates at the GGE. There is a broad agreement around the risks arising from sensor–based systems applying force automatically without human assessment.\textsuperscript{108} Many stakeholders (including the authors) promote the codification of an obligation for human–machine interaction requirements, including human judgement and control, as part of a regulatory framework that would also prohibit the development and usage of weapon systems integrating autonomous technologies not meeting this standard.\textsuperscript{109}
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A focus on human–machine interaction and control has helped broaden the international debate on AWS beyond narrow definitional questions around autonomy to a more thoughtful exploration of how these technologies may be reshaping the character and quality of human control over the use of force. Nonetheless, the notion remains subject to many competing understandings and misinterpretations. Many states parties underline that human control should extend across the development, deployment, and use of weapon systems. This approach to human control is also visible in the so-called iceberg diagram, a publication by the United Nations Institute for Disarmament Research (UNIDIR) that distinguishes between political, strategic, operational, and tactical planning phases each featuring human control.

In 2020, two sets of stakeholders published operationalisations of human control: first, the Stockholm International Peace Research Institute (SIPRI) in collaboration with the International Committee of the Red Cross (ICRC), and second, the Campaign to Stop Killer Robots. These reports distinguished between three dimensions of human control: (1) a technological dimension that enables human control via the design of weapon parameters, for example, limits on target type and programming of target profiles; (2) a situational dimension that sets operational limits to the ways weapon systems are used to enhance human control, for example through setting geographical (where?) and temporal (when and for how long?) limits; and (3) a decision-making dimension that sets out acceptable forms of human–machine interaction through ensuring appropriate human supervision, for example by making certain that human operators or decision-makers understand “what will fall within a target profile, where ‘what falls within’ includes both intended and unintended objects of attack”. As both reports argue, retaining an appropriate quality of human control necessitates covering multiple components across all three dimensions. These three dimensions of human control correlate with methods that military commanders have traditionally used to limit the degree of unpredictability and/or the challenges in anticipating and controlling the effects from the use of autonomy in weapon systems.

In examining the relationship between predictability and human control in the case of loitering munitions, we concentrate on the situational and the decision-making dimensions. Whilst recognising the importance of the technological dimension of human control, this decision has been informed by the limits of what the available open-source data can tell us about these systems’ technical capabilities and the rules of engagement under which they are operated. For these reasons, we pay particular attention to how the design and use of loitering munitions challenges and often undermines the ability of humans to remain in control over specific targeting decisions in two ways: first, by making the spatial and temporal use of force more unpredictable e.g. by expanding both these notions (i.e. the situational dimension); and second, by ‘setting’ limits to the quality of how direct human supervision can be exercised (i.e. the decision-making dimension).

The design and use of loitering munitions challenges and often undermines the ability of humans to remain in control over specific targeting decisions.

---

## 3 Loitering munitions:
Definitions, autonomy, and human control

The study of loitering munitions invites a certain definitional ambiguity. These technologies are widely described as a “sort of hybrid between unmanned aircraft and traditional missiles”\(^{116}\) and a type of “suicide” drone.\(^{117}\) This section of our report introduces our definition of a loitering munition as an expendable uncrewed aircraft which can integrate sensor-based analysis to hover over, detect, and crash into targets. By defining loitering munitions in this way, we recognise that these technologies share several properties with other types of uncrewed weapons such as missiles and drones. What differentiates loitering munitions is how they combine certain design characteristics: loitering munitions are highly mobile and comparatively low-cost systems which are expendable and can be developed for use in large numbers. We then introduce how automated, autonomous and, potentially, AI technologies are used to support the operation of loitering munitions, paying particular attention to the widely studied IAI Harpy and Harop systems. We conclude this discussion by summarising some of the general challenges which the use of loitering munitions that integrate automated and autonomous technologies in targeting present to the situational and the decision-making dimensions of human control.

### 3.1 What is a loitering munition?

Loitering munitions are expendable uncrewed aircraft which can integrate sensor-based analysis to hover over, detect, and crash into targets. These weapons can vary significantly in their size, weight, and technological sophistication. The first generation of loitering munitions, such as the IAI Harpy, were equipped with anti-radiation seekers. These systems were developed during the 1980s and early 1990s to conduct Suppression of Enemy Air Defence (SEAD) operations.\(^{118}\) They were designed to "hit targets that you know are there, but not exactly where, because they might be relocatable."\(^{119}\) Aided by advances in computing and sensor technologies, more portable loitering munitions have since been developed for use

---


by special operation forces and infantry units. Systems such as the AeroVironment Switchblade 300, the STM Kargu-2, and the WB Group Warmate are often presented as an alternative to the use of other types of weapons such as artillery, mortars, and grenades. The use of electro-optical/infra-red camera(s) and remote ground control stations enables the operators of these systems to supervise their use.

Dan Gettinger and Arthur Holland Michel, authors of arguably the most influential existing study of these technologies, define loitering munitions as a “type of unmanned aerial vehicle designed to engage beyond line-of-sight ground targets with an explosive warhead”. A key feature of these weapons is the ability to remain airborne over a battlefield, extending the time which soldiers have to “decide when and what to strike”. In principle, this capability enables attacks against time sensitive and mobile targets. Those operating loitering munitions are not necessarily required to know the precise time and location of an attack when they launch these weapons.

Dan Gettinger and Arthur Holland Michel note that loitering munitions “blur the line between drone and missile”. IAI, a leading global developer of loitering munitions, similarly describe the Harpy and Harop systems as “combining capabilities of an UAV [Uncrewed Aerial Vehicle] and a missile”. Loitering munitions share several technical properties with precision-guided munitions, defined as “explosive projectiles that can actively correct for initial-aiming or subsequent errors by homing in on their targets or aim-points after being fired, released, or launched”. In the case of homing munitions, automation can be used to support mobility functions, enabling the munition to “lock-on-to” and navigate toward moving targets. Loitering munitions can be installed with similar homing and tracking features. Loitering munitions are also single use technologies. Once they have been used to attack a target, they are destroyed and cannot be recovered.

Despite these similarities, loitering munitions and precision-guided munitions can differ in important ways. First, loitering munitions can be launched with a larger window for when and where the projectile will detonate. The operators of these systems can anticipate what broad category of target may be attacked (e.g. tanks, armoured vehicles, air defence systems). Nonetheless, they can be uncertain of the precise time and location at which an attack will take place. This differs from homing munitions which “have a very limited ability in time and space to search for targets”. Similarly, unlike many traditional types of missiles, those operating loitering munitions can “wave-off” strikes and, in some cases, even recover the platform if it has not detonated.

Loitering munitions also share several design features with drones which, amongst other names, are referred to as UAV and Remotely Piloted Aircraft (RPA). Drones are a broad set of reusable technologies which can be defined as “aircraft of varying size that do not have a pilot on board and are instead controlled by someone on the ground”. Like drones, human operators can remotely pilot
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Loitering munitions are expendable uncrewed aircraft which can integrate sensor-based analysis to hover over, detect, and crash into targets.
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Loitering munitions from radio line of sight, helping protect soldiers from the risks of certain types of physical harm. Loitering munitions can similarly be designed to remain airborne for extended periods of time to conduct strike and/or reconnaissance missions. In the case of larger systems, the operational endurance of drones is an order of magnitude greater than that of loitering munitions. The Northrop Grumman RQ-4 Global Hawk, for example, can remain airborne for over thirty hours, more than 100 times that of the Switchblade 300 loitering munition. The operational range of many loitering munitions is comparable to that of certain small classes of reconnaissance drones such as the backpackable AeroVironment RQ-11 Raven which, with a weight of 2.2kg, can remain airborne for over 75 minutes.

Whilst acknowledging these similarities, loitering munitions have tended to generally be more expendable and cheaper to procure than many classes of larger armed drones. In the future, these factors may enable loitering munitions to be used in greater numbers for two reasons.

First, unlike many categories of drones including Medium Altitude Long Endurance platforms such as the MQ-9 Reaper, which are designed to carry weapons such as AGM-114 Hellfire II missiles, loitering munitions are installed with a warhead in the platform’s fuselage. This warhead can, relative to certain types of precision guided munition and missiles, be comparatively small, enabling loitering munitions to be used to conduct close air support operations. This is an important distinction to make because, as Grégoire Chamayou explains, the “drone is not a projectile, but a projectile-carrying machine”. A loitering munition, in contrast, is more akin to a projectile and cannot be reused after a strike because the platform has been destroyed. Expendability – the fact that loitering munitions self-destruct during an attack – differentiates many types of drones from loitering munitions.

Second, loitering munitions can often be cheaper to procure than certain classes of larger armed drones. The cost of an AeroVironment Switchblade 300, for example, has been estimated as being as low as $6,000 but is more likely to
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Soldier launching RQ-11 Raven. Source: Wikimedia Commons
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Expendability – the fact that loitering munitions self-destruct during an attack – differentiates many types of drones from loitering munitions.
be somewhere in the region of $50,000.\textsuperscript{134} This is a fraction of the estimated $32 million cost of certain MQ-9 Reaper variants,\textsuperscript{135} and the approximate $140,000 average unit cost of an AGM-114, Hellfire II missile.\textsuperscript{136} According to some loitering munition manufacturers, the low(er) cost of these systems is a part of the disruptive nature\textsuperscript{137} of these technologies — it places them broadly within the same price bracket as backpackable uncrewed reconnaissance platforms such as the RQ-11 Raven which cost approximately $35,000 per unit.\textsuperscript{138} To be sure: loitering munitions are not universally cheaper to procure or field than weapon systems which may provide roughly similar battlefield purposes. The ‘sophistication’ of the warhead and sensors installed onto the platform, as well as the degree of the system’s hardening against electronic warfare attacks, can have a major impact on their price.\textsuperscript{139} As such, it is the comparatively lower cost of many smaller loitering munitions which helps enable the use of these technologies by lower echelon forces such as infantry platoons, which can be provided with their own strike and air support capabilities.

Taken together, the expendability of these platforms coupled with their comparatively low(er) unit cost invites the prospect of large numbers of loitering munitions being used simultaneously. This may include the possible development of loitering munition “swarms”\textsuperscript{140} which could be used to saturate the defensive capabilities of certain targets. As one Western security official describes it: “For an outlay that is a fraction of the cost of a conventional air force, you can populate the skies above a theatre of operations with highly accurate and enduring weaponry.”\textsuperscript{141} Consistent with such claims, the Turkish weapon manufacturer STM advertise the Alpagu loitering munition as being “used as a herd, and integrated with various platforms.”\textsuperscript{142} As part of the KERKES development project aimed at developing the use of the company’s uncrewed systems for use in GPS-denied areas,\textsuperscript{143} STM also describe the Kargu-2 platform as being tested with “advanced machine vision capabilities” and “swarm algorithms” in order to be operated “both as a single platform and as part of a swarm of up to 20 platforms”.\textsuperscript{144}

Officials at the American loitering munition manufacturer AeroVironment have similarly described the development of “cooperative engagements” between platforms as being the “next big wave” in loitering munition development.\textsuperscript{145}

\textsuperscript{134} The authors are grateful to Dan Gettinder for this observation.
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3.2 How are automated and autonomous technologies used in loitering munitions?

Whilst it is difficult to determine the exact technical capabilities of many systems from the information available in the public domain, some loitering munitions are understood to qualify as weapons that “detect targets and apply force to them based on sensor inputs”. 146 Analysts have described these systems as a “bridge between today’s precision-guided weapons that rely on greater levels of human control and our future of autonomous weapons with increasingly little human intervention”. 147 Many loitering munitions can be launched without their operators knowing the specific location or time at which an attack will take place. The operator(s) of these systems designate a geographical area over which the platform flies. Through this interaction with the environment, the platform’s onboard sensors (including, in some cases, electro-optical and infrared cameras and/or radio frequency seekers) search for objects which match predesignated target profiles (e.g. those of tanks, armoured vehicles, radar systems).

Automated and autonomous technologies can be used in loitering munitions to support targeting functions, for instance the identification, detection, and categorisation of objects (tanks, airplanes, missiles, radars). In this way, it is possible for these systems to “operate with a high degree of autonomy”. 148 Some loitering munitions designed to conduct SEAD operations, once activated, appear to be capable of identifying, selecting, and striking objects which meet pre-programmed target profiles without further human assessment. 149

Obfuscating the classification of all loitering munitions as AWS, many other types of systems are carefully advertised as being designed to be operated under various forms of human supervision. The electro-optical and infrared camera(s) installed onto many loitering munitions are presented as enabling the remote supervision of their operation, including human assessment and authorisation before a strike. This means that, in principle, the operators of these systems assess specific targeting decisions before authorising attacks against objects identified by the system. Furthermore, as discussed in more detail in the fourth section of this report, many loitering munitions are advertised as being installed with an “abort/wave-off” capability. This enables the operators of these platforms to abort strikes if battlefield conditions change between the time when a potential target is detected and when a strike is authorised (e.g. a non-combatant enters the combat zone). 150

Automated and autonomous technologies can also be integrated into loitering munitions to support mobility functions. These capabilities can include:

1. waypoint navigation; 151
2. homing; 152 and
3. autonomous navigation. 153

WB Group’s Warmate ‘family’ of loitering munitions, for example, is advertised as being installed with a “wide range of autonomous flight modes” including an “auto mode” in which the platform follows a route specified by the human operator.
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operator; a “loiter flight mode” in which the platform navigates itself around a designated area; a “cruise mode” in which the platform flies “in a straight line in the direction that the camera is facing”; and a “search mode” which “is used for slow diving flight necessary for proper target selection”. During a July 2020 interview with The Drive, AeroVironment’s chief marketing officer Steve Gitlin provided further insight into how automated and autonomous technologies can be used to support mobility functions in loitering munitions:

**Similar to the way our tactical unmanned aircraft systems operate, unlike radio-controlled devices, the operator is not flying the aircraft, the operator’s simply indicating what he wants to look at, what he wants the camera to be pointing at, and the onboard computer flies the aircraft to that point and maintains on target. We have a similar capability in our tactical unmanned aircraft systems. You could lock in on a target and the aircraft will basically maintain position on that target, autonomous.**

We can move toward a clearer understanding of how automated and autonomous technologies can be part of operating loitering munitions through a brief discussion of the IAI Harpy and Harop – two of the oldest and most widely discussed loitering munitions. Whilst it is not possible to verify whether and when these systems are operated in autonomous or manual modes, our discussion of the Harpy and Harop helps contextualise some of the major recent trends in loitering munition development practices.

Considered by some to be the “first loitering munition”, the IAI Harpy was developed by the Israeli military during the 1980s and 1990s to counter the proliferation of increasingly sophisticated air defence systems. Variants of the Harpy have been sold to China, India, South Korea, and Turkey. Chile is also suspected to have purchased this system. IAI advertise the Harpy, which is installed with an advanced radio-frequency seeker, as having a communication range of 200km and an operational endurance of nine hours. Once launched, the Harpy navigates toward an operator designated “loitering area” through the use of preprogrammed flight routes or GPS coordinates. The platform then searches for radar signatures which match prespecified frequency bands. In this way, “(t)he human launching the Harpy decides to destroy any enemy radars within a general area in space and time, but the Harpy itself chooses the specific radar it targets”. If a match is found, the Harpy can home-in-on and destroy the emitting signal without the operator’s direct supervision. If the emitting radar signature is shut down or lost, then the Harpy’s strike can be automatically aborted, and the platform will
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re-enter its “loiter pattern”. Since its first development, the Harpy has undergone multiple design upgrades including the development of a datalink to facilitate remote target designation sometime during the early 2000s. IAI began developing the Harop during the late 1990s, and the platform was first unveiled at the Aero-India 2009 Air show. Similar to the Harpy, the Harop is advertised as being designed for “[a]utonomous platform operation” and it can be fielded to conduct SEAD operations, amongst other missions. Unlike the Harpy however, the Harop is installed with an electro-optical/infrared sensor. IAI describes the Harop as an “electro-optically guided attack weapon” designed to operate with a “[human]–in–the–loop”. This enables the Harop’s operator to guide the platform using its two-way data-link, monitor its flight path, and authorise strikes against specified targets. The Harop is thus described as being “manually targeted through an electro–optical sensor”. Used in this capacity, the operator can reportedly “direct the selected Harop to the target area and use the video feed to select a target and to initiate the attack”. This mode of operation is advertised as being used to strike “time-critical, high-value, relocatable targets”. According to IAI:

The HAROP LMs [loitering munition] are programmed before launch by the GCS [Ground Control Station] to autonomously fly to a pre-defined “Holding Area”, where they loiter...[t]he operator directs the selected [loitering munition] to the target area and uses the video image to select a target, and to attack it. The HAROP tracks the target and then dives on it, detonating the warhead upon impact. If required, the attack can be aborted and the operator can re-attack with the same [loitering munition].

This description suggests that the operators of more recently developed loitering munitions like the Harop which are installed with electro–optical/infrared cameras can exercise control at multiple stages of the targeting process. First, they designate the geographical area around which the platform loiters through selecting both the location of the system’s launch and/or the designation of a loitering area. Second, operators can intervene to alter the platform’s flight path during its flight toward (and within) its designated “holding area” to move the platform to a different area of operation. Third, prior to the authorisation of an attack, the Harop’s operator visually inspects the target and reaches an assessment of the appropriateness of using force. And fourth, if the situation on the ground changes, the human operator can in principle “wave-off” and abort an attack.
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Harop. Source: Julian Herzog via Wikimedia Commons
3.3 What does the use of automated and autonomous technologies in loitering munitions mean for human control over targeting decisions?

The global proliferation and use of weapons integrating automated, autonomous and, potentially, AI technologies has generated concerns about the quality and character of human control over targeting decisions. These concerns are not specifically connected to the global development, testing, and fielding of existing weapon systems such as loitering munitions, and instead originate in the wider debate on AWS. These concerns can be grouped into five categories which run across both the situational and the decision-making dimensions of human control: (1) unpredictability, (2) unpredictability in populated areas, (3) loss of moral agency, (4) potential for wide area effects, and (5) cognitive overload.

**Unpredictability**: The use of loitering munitions can make the spatial and temporal dimensions of specific targeting decisions more unpredictable. As discussed above, loitering munitions are not always fired at a specified and known target. Rather, such systems appear to be designed to loiter over the battlefield, within a potentially broad geographical area, to search for prespecified target profiles. For some analysts, this capability is an important part of these systems’ potentially transformative impact on contemporary warfare. At the same time however, it can create “uncertainty regarding specifically when and where force will occur”, particularly in areas with high numbers of civilians present. Moreover, it may loosen the distance and link between human intention and consequences.

The ambiguity concerning precisely when and where force will be used has direct consequences for the ability of humans to exercise control along the decision-making dimension of human control. As noted in one Article 36 report:

> Our ability to understand the context is directly linked to both the size of the area within which the technology will operate, and the duration over which it will operate. For any given environment, it follows logically that greater area and longer duration of independent operation by a technology result in reduced predictability and so reduced human control.
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Unpredictability in populated, urban areas: Loitering munitions such as the Rafael Spike Firefly and the IAI Rotem L are designed for use in urban areas.182 Weapon manufacturers claim that loitering munitions can be “highly efficient in urban territories” with “precision, pinpoint strikes reducing casualties of civilians to a minimum”.183 What such claims overlook, however, is the increased levels of unpredictability which the use of these technologies in populated, urban areas could generate. The urban environment is complex. It is an unstructured and dynamic environment that may be only partially observable via sensors and may be difficult to comprehend.184 These characteristics make populated areas harder to model.185 Deploying a system integrating autonomous or even AI technologies in this kind of complex environment increases the likelihood of that system “encounter[ing] inputs for which it was not specifically trained or tested”.186 As Roff and Moyes argue: “[a] less predictable, reliable and transparent weapon technology, operating in a more complex environment, over a wider area and for a longer period of time will likely reduce a human commander’s ability to meaningfully predict outcomes”.187 This is significant because the commander’s ability to predict outcomes as accurately as possible when choosing to use a weapon system is key for making “context-dependent and time-bound” assessments about necessity, proportionality and distinction regarding specific targeting decisions, and consequently for compliance with international humanitarian law.188 The risk of weapon systems integrating autonomous or AI technologies potentially “diminish[ing] a military commander’s ability to foresee the consequences of the use of force in an attack” has been raised by many states parties at the CCW.189

Loss of moral agency: Despite integrating automated and autonomous technologies to support mobility and targeting functions, as noted above, most loitering munitions are currently designed to operate with a human “in” or “on the loop”. The operators of these systems appear to be required to assess targets and authorise potential strikes. It is not inconceivable that technological and/or political changes could lead to the loosening (if not outright abandonment) of this requirement, however. Given the challenges researchers face in verifying how loitering munitions with autonomous functions are operated in battlefield contexts,190 it would be difficult to know whether this threshold has been crossed. AeroVironment officials, for example, have remarked that “[t]he technology to achieve a fully autonomous mission with Switchblade pretty much exists today”.191 The ongoing war in Ukraine, it has been suggested, could provide the impetus for the software changes required for existing systems to, once activated, identify, track, and strike targets with limited human supervision.192

The possible use of loitering munitions to “autonomously” attack human beings without operator approval would constitute a moral hazard resulting from a loss of moral agency. As Kelsey Atherton suggests, whilst older generations of loitering munitions such as the IAI Harpy have the technical capacity to attack clearly specified military targets such as radar systems without direct supervision, “[w]hen a flying
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robot instead uses these tools to hunt people, it becomes a profound question of responsibility and the laws of war”. A human can engage in flexible, adaptable, and embedded decision-making regarding specific targeting decisions, including the exercise of mercy and restraint. This does not mean that all humans in war engage in this kind of decision-making, but there is always the prospect that they do. This option is removed with an AWS, which “applies force when the data received as input from its sensors matches the parameters of the target profile”. Whilst beyond the scope of our analysis to fully explore, this process could also have legal ramifications including for the obligation to provide context specific judgements regarding the use of force.

**Potential wide area effects:** Although loitering munitions are often described as precise weapons by militaries and weapon manufacturers, a wide range of machine-recognisable objects could become potential targets, if programmed into the system’s target profile. This scenario resembles the wide area effects associated with other explosive weapons and can therefore be identified as problematic. In the case of loitering munitions, the problem relates to uncertainties about where precisely attacks will happen, as such platforms “may land anywhere within a wide area”. Proponents of loitering munitions could argue that the platforms’ loiter capabilities may “enable increased capacity to discriminate between combatants and non-combatants compared to equivalent weapons such as mortars, rockets, and small missiles”. Yet, compared to these other types of weapon systems, loitering munitions (as with AWS more broadly) introduce “more generalized decision-making in targeting” along with an uncertainty about the precise geographic location of a strike.

**Cognitive overload:** The possibility of delegating labour-intensive tasks has long been a major push-factor for integrating further automated and autonomous technologies into weapon systems. In theory, automated and autonomous technologies could “relieve” operators from menial/repetitive actions, allowing them to concentrate on a smaller range of key tasks involved in targeting. Yet, the perspective that integrating autonomous technologies facilitates tasks conducted by human operators has been criticised as a typical “myth” of developing autonomous systems. Oftentimes, automated and autonomous technologies can make the task of human operators simultaneously minimal and more complex because it requires operators to have a functional understanding of both the anticipated outcomes of using systems integrated with autonomous functions and what the operational limits of these systems may be.

The potential development of loitering munition “swarms” raises additional issues as a single human operator may be tasked with overseeing a group of these systems to exploit the perceived battlefield advantages presented by these technologies. WB Group, for example, claim that a single operator can “effectively control” up to ten Warmate platforms “simultaneously for coordinated attacks”. But this can quickly position a human operator in a situation of cognitive overload, especially with time as an exacerbating factor. Humans could be expected to operate systems at machine speed, allowing them only a brief (or no) window to review a time-sensitive target. This has a significant impact on the critical mental space which the operators of such systems have to contextualise and deliberate on target prompts.
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4 Our catalogue of automated and autonomous technologies in loitering munitions

This section of the report introduces our catalogue of how automated and autonomous technologies have been integrated into loitering munitions and summarises some of its major findings for the debates on AWS. We begin by introducing five hardware components common to the 24 loitering munitions included in our catalogue: (1) launch systems; (2) Global Navigation Satellite Systems (GNSS); (3) ground control stations; (4) sensors; and (5) warheads. This discussion provides further insight into how these components are controlled and operated and should help the reader navigate the structure of this report’s accompanying catalogue. The contribution made by our qualitative catalogue to the debates on the integration of automated and autonomous technologies into the targeting systems of loitering munitions is then introduced. This includes a discussion of the methodology used to generate our catalogue entries, as well as a reflection on the various challenges involved with working with open-source data in this area. The third and final part of this section summarises some of the major trends in the global development and proliferation of loitering munitions.

4.1 Loitering munition hardware components

As introduced in section 3, loitering munitions are an expendable type of uncrewed aircraft integrating sensor-based analysis to hover over, detect, and crash into targets. These weapon systems can perform different military functions. Larger types of loitering munitions can weigh over 100kg and are designed to conduct SEAD operations. As previously discussed, Israeli companies began developing this category of loitering munition during the 1980s. The miniaturisation of key system subcomponents has reduced the size and weight of these weapons. Announced in February 2019 for example, the Mini Harpy is described by IAI officials as being designed to attack “fast-moving targets that ‘blink’ for a few seconds at a time”. Equipped with both a radio–frequency seeker and electro–optical/ infrared camera(s), the Mini Harpy has an advertised weight of 40kg — which is significantly less than the original Harpy variant which weighs a reported 130kg.

206 Peter Felstead, “What are Loitering Aerial Munitions?”, Key Aero, 8 January 2023, https://www.key.aero/article/what-are-loitering-aerial-munitions
Given impetus by the counterinsurgency campaigns fought in Iraq and Afghanistan, the focus of much loitering munition development since the early 2010s has shifted toward the design of smaller systems used to support infantry and special operation forces. Many of these newer generation of loitering munitions can be carried by soldiers in the field. This portability is understood to increase the tactical value of these platforms. As US Marine Corps Commandant General David H. Berger describes it, loitering munitions can provide frontline ground forces a tool for “striking targets beyond the range of their organic mortars [and] artillery with precision”. Newer loitering munitions, which often weigh around 10kg, are designed to find and locate a range of objects including armoured vehicles, light-skinned vehicles such as trucks, mortar and artillery positions, and tanks. Some platforms, including the Zala Aero Lancet-3, can also be designed to attack warships, extending the use of these weapons into the maritime domain.

Despite these differences, the 24 loitering munitions included in our catalogue generally share five common hardware components: (1) a launch system; (2) a GNSS; (3) a ground control station; (4) a sensor payload; and (5) a warhead. To help the reader navigate this report’s accompanying catalogue, these hardware features are introduced below.

Launch system: Loitering munitions can be launched either horizontally or vertically. Most horizontally launched loitering munitions achieve the acceleration needed for flight in one of two ways: a rail-mounted catapult system, the portability of which varies based on the size and weight of its accompanying loitering munition; and a pneumatic launch canister, for use with smaller loitering munitions which have been designed with a tandem wing configuration in which the platform’s wings can be folded into its fuselage. Both launch methods involve trade-offs. Rail-mounted catapult systems are often (but not always)
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Many of these newer generation of loitering munitions can be carried by soldiers in the field
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![Hero-400 staged at a training exercise. Source: U.S. Marine Corps](image_url)
vehicle mounted and enable the launch of heavier types of loitering munitions, the aeronautical design of which is not restricted to a tandem wing configuration.\textsuperscript{12} The self-contained and generally smaller size of canister launch systems, in contrast, enables groups of these launchers to be installed onto ground vehicles, warships and, in some cases, the wings of crewed and uncrewed aircraft.\textsuperscript{213} Vertically launched loitering munitions such as the Rafael Spike Firefly and the IAI Rotem do not require specialised launch equipment. They can generate the lift needed for flight through the use of propellers installed onto the platform’s fuselage.\textsuperscript{214} The manufacturers of such Vertical Take Off and Landing (VTOL) loitering munitions advertise these weapons as having been designed for the “unique mission profile of urban combat”.\textsuperscript{215} The lower payload carrying capacity and speed of vertically launched loitering munitions is offset by the capability these systems have to hover in place and navigate around obstacles in urban areas.\textsuperscript{216}

Global Navigation Satellite System: Loitering munitions are often fitted with a GNSS, perhaps the most well-known of which is the Global Positioning System (GPS).\textsuperscript{217} These technologies, which are vulnerable to enemy jamming and spoofing,\textsuperscript{218} are installed to “determine the aircraft’s position and to navigate between waypoints” through transmitting signals to orbiting satellites.\textsuperscript{219} They can also enable the entry of coordinates for use when attacking stationary targets at fixed locations,\textsuperscript{220} providing a capability similar to that of a cruise missile. In the case of the Switchblade 300, AeroVironment advertise the platform as being designed to provide its operator “[c]ursor-on-Target GPS coordinates for information gathering, targeting, or feature/object recognition”.\textsuperscript{221} Some loitering munitions such as the Aeronautics Orbiter 1K are advertised as being “[f]ully
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Loitering munitions are equipped with sensors to support navigation and targeting functions.
Loitering munitions can also be fitted with laser designators and range finders. Given these capabilities, many loitering munitions are advertised as being dual purpose weapons, being designed to conduct both strike and reconnaissance operations. In the case of the Rafael manufactured Spike Fire for example, the system’s warhead can be replaced by an additional battery to double its loiter and reconnaissance time from fifteen to thirty minutes. Some loitering munitions can also relay targeting information back to human operators, in addition to receiving targeting information from other systems.

Warheads: Loitering munitions are installed with a warhead which detonates on impact with a target or, in the case of airburst weapons, directly above it. The type of warhead installed determines what category of target the loitering munition can be used to attack. Loitering munitions can be installed with fragmentation warheads, designed to project “fragments” on impact to maximise the lethality of strikes against enemy soldiers; high–explosive warheads which can create destructive blast and fragmentation effects, particularly when used in populated areas; or armour piercing warheads, designed for attacks against enemy tanks and armoured vehicles. Some systems, such as the STM Kargu–2 included in our catalogue, can also reportedly be installed with thermobaric warheads, defined as a type of weapon which ignites a cloud of fuel explosive to create blast vacuum effects and is designed for use in enclosed spaces such as buildings. Many loitering munitions are designed with modular features which enable different warhead types to be installed depending on the mission requirement. The WB Group Warmate, for example, can be installed with either a high explosive anti-personnel warhead or an anti–tank warhead to attack armoured vehicles.

4.2a Catalogue structure and case selection

Loitering munitions have proliferated globally since the first development of these weapons during the 1980s. Dan Gettinger estimates that the number of states producing these weapons more than doubled from 10 in 2017 to almost 24 by mid–2022. Israel remains the most globally significant loitering munition developer. At the same time, a new generation of companies based in countries including Turkey and Poland have made significant inroads in the design and the export of these technologies. At least four of the permanent members of the United Nations (UN)
Security Council have also developed loitering munitions: the US, the UK, Russia, and China.\textsuperscript{246} States including Azerbaijan\textsuperscript{247} and India\textsuperscript{248} have also domestically manufactured loitering munitions under license from foreign defence companies, adding a further dimension to the global proliferation of these technologies.

Mirroring our earlier study of air defence systems,\textsuperscript{249} our catalogue of automated and autonomous technologies in loitering munitions is structured to detail trends in the global design, testing, and fielding of these systems. This catalogue consequently has a narrower focus than some other quantitative datasets which code the integration of autonomy and automation into a series of weapon systems including air defence systems, active protection systems, and guided munitions.\textsuperscript{250} As part of this report, we have compiled the available open-source information on the use of automated and autonomous technologies to support targeting and mobility functions in a single (but globally significant) category of weapon: loitering munitions. Rather than quantifying and coding these findings, we have detailed them through the creation of a qualitative catalogue which presents this information to the reader. Through this contribution, we have aimed to extend the study of how the operation of existing weapon systems which use automated and autonomous technologies may have already impacted the character and substance of human control over specific targeting decisions.

Several existing studies provide information on the technical details of loitering munitions, for instance, the operational endurance, payload weight, and wingspan length of these systems. These include notable contributions from Dan Gettinger and Arthur Holland Michel,\textsuperscript{251} Mathias Pilch, Jürgen Altmann, and Dieter Suter,\textsuperscript{252} Mark Voskuji,\textsuperscript{253} and a forthcoming report by Dan Gettinger on “one-way attack drones".\textsuperscript{254} Some information on the performance characteristics of loitering munitions is included in our catalogue for reference purposes. As noted above however, our principal focus is on detailing the use of autonomy and automation to support targeting and mobility functions.

The structure of our catalogue is closer to Daan Kayser’s 2021 PAX report which examines the integration of autonomous technologies into 10 weapon systems, including uncrewed aerial, ground, and naval systems.\textsuperscript{255} Four of the ten systems

\textsuperscript{246} American, British, Chinese, and Russian practices of loitering munition are examined throughout this report and its accompanying catalogue. At time of writing in early 2023, France, the other permanent member of the United Nations Security Council, is reportedly considering purchasing the Switchblade 300 loitering munition from the American defence manufacturer OneUAV. Vivienne Machi, “France requests Switchblade loitering munition to fill ‘urgent’ capability gap”, Defence News, June 22 2022, https://www.defenselive.com/unmanned/2022/06/22/france-requests-switchblade-loitering-munition-to-fill-urgent-capability-gap/.

\textsuperscript{247} In 2009, the Israeli defence company Aeronautics formed a joint venture with the Azerbaijani based company Azad Systems. This agreement allowed Aeronautics designed uncrewed systems to be manufactured within Azerbaijan. In 2016, this licensing agreement was expanded to include the production of the Orbiter 3K loitering munition. Ayaz Rayev, “Assessing Azerbaijan’s indigenous defense industry capabilities”, The Defence Post, 7 May 2018, https://www.thedefensepost.com/2018/05/07/azerbaijan-defense-industry-indigenous-opinion/.
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discussed in Kayser’s report are loitering munitions: the Drone40, the Kargu–2, the KUB–BLA, and the Mini–Harpy. In this way, Kayser’s study provides important context to our analysis. Amongst other contributions, it highlights the global trend toward increases in the time and geographical area within which loitering munitions can operate, as well as a widening of the target profiles which these systems have been designed to strike.\textsuperscript{256} The structure of our catalogue, however, is underpinned by the assessment that the design, development, and operation of this particular type of weapon system generates a distinct set of challenges to human control over specific targeting decisions which are deserving of deeper scrutiny. To this end, our catalogue focuses solely on loitering munitions. In addition to including a greater number of these systems than included in Kayser’s study (24 vs. 4), we also disaggregate the discussion of the use of automated and autonomous technologies to support targeting and mobility functions. As illustrated in figure 1, our catalogue contains 24 loitering munitions developed by companies based in 10 states.

\textbf{Figure 1: Country of origin of the loitering munitions included in our catalogue}

<table>
<thead>
<tr>
<th>Country of manufacture</th>
<th>Number of platforms included in our catalogue</th>
<th>Platform(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>1</td>
<td>Drone 40</td>
</tr>
<tr>
<td>China</td>
<td>2</td>
<td>CH–901 Rainbow (FH–901), WS–43</td>
</tr>
<tr>
<td>Israel</td>
<td>8</td>
<td>Harop, Harpy, Hero–30, Hero–120, Orbiter 1K, ROTEM L, SkyStriker, Spike Firefly</td>
</tr>
<tr>
<td>Poland</td>
<td>1</td>
<td>Warmate</td>
</tr>
<tr>
<td>Russia</td>
<td>2</td>
<td>KUB–BLA, Lancet–3</td>
</tr>
<tr>
<td>South Korea</td>
<td>1</td>
<td>Devil Killer</td>
</tr>
<tr>
<td>Taiwan</td>
<td>2</td>
<td>Chien Hsiang, Fire Cardinal</td>
</tr>
<tr>
<td>Turkey</td>
<td>2</td>
<td>Alpagu, Kargu–2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1</td>
<td>Fire Shadow</td>
</tr>
<tr>
<td>United States</td>
<td>4</td>
<td>Battlehawk, Phoenix Ghost, Switchblade 300, Switchblade 600</td>
</tr>
</tbody>
</table>

\textsuperscript{256} Kayser, “Increasing Autonomy in Weapons Systems,” 1-2.
Our case selection was informed by three factors. First, it was important to include a significant number of systems produced by the ‘traditional’ global leaders in loitering munition development. Our catalogue includes eight systems manufactured by Israeli companies including IAI, Elbit Systems, and Rafael. These Israeli companies are amongst “the leading developer[s] and producer[s] of loitering munitions”, and remain market leaders in this design field. Our catalogue also includes four systems manufactured by American defence companies: the Textron Defense Systems Battlehawk, the AEVEX Aerospace Phoenix Ghost, and the AeroVironment Switchblade 300 and 600. These systems are important to include because American defence companies have helped drive the development of more portable loitering munitions designed for use by infantry forces.

Second, our case selection was informed by the inclusion of systems from the newer generation of loitering munition developers which have emerged since the early 2010s. Turkey has been described as a “powerhouse of drone development and production”. Our catalogue includes two systems produced by the Turkish defence company STM: the Alpagu and the Kargu–2. Moreover, our catalogue includes Chinese (CH–901 Rainbow [FH–901], WS–43), Polish (Warmate), Russian (KUB-BLA, Lancet–3), South Korean (Devil Killer), and Taiwanese (Chien Hsiang, Fire Cardinal) manufactured systems. In addition to being increasingly prominent loitering munition manufacturers and exporters, as with the US and Israel, these states are leading developers of autonomous weapon technologies.

Non-state groups including Hezbollah, the Houthi movement, and the Islamic State have operated uncrewed systems. Houthi forces based in Yemen reportedly used the Iranian manufactured Samad 2 and Samad 3 as part of a September 2019 attack against Saudi Arabian oil installations, and some have classified these systems as loitering munitions. The study of non-state uses of loitering munitions integrating autonomous technologies is left for future research. We have taken this decision in recognition of the different drivers and scale of non-state uses of uncrewed systems, as well as in acknowledgment that many non-state groups appear to have either modified commercially available “off-the-shelf” technologies or been supplied these weapons by state actors. Due to data limitations regarding the use of automated and autonomous technologies in these systems and uncertainties regarding whether they should be classified as loitering munitions, Iranian manufactured systems such as the Shahed 136 have also been omitted from our catalogue.
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And third, consistent with this report’s focus on examining whether the global development, acquisition, and usage of loitering munitions has impacted emerging standards of human control over the use of force, our case selection was informed by the inclusion of systems which have been used in combat. Amongst others, this includes (1) the Kargu-2, which a March 2021 UN Panel of Experts on Libya report suggested may have been used to attack militias associated with Khalifa Haftar without immediate human supervision; (2) the Harop, Orbiter 1K, and SkyStriker systems which have been used in combat operations between Armenia and Azerbaijan over the contested Nagorno-Karabakh region; and (3) the Lancet-3, KUB, Drone40, Phoenix Ghost and Switchblade 300 fielded as part of the ongoing War in Ukraine. Our catalogue also includes systems which have not entered operational service, whether this be because the system’s development was cancelled (e.g. the MBDA Fire Shadow) or because the system appears to have failed to secure enough orders to enter serial production (e.g. the Textron Defense Systems Battlehawk and the Korea Aerospace Industries Devil Killer). The inclusion of these systems widens our study of loitering munition development practices, providing deeper insights into the trends and development pathways animating the evolving design of these technologies.

To provide a clearer structure to our analysis, we make a broad distinction between three categories of loitering munitions: those principally designed to conduct (1) anti-personnel, (2) anti-armour, and (3) anti-radiation operations. This typology requires two qualifications. As with the larger category of uncrewed systems, analysts have yet to agree a universal classification scheme for loitering munitions. Some researchers categorise these technologies based on the size of the platform’s fuselage and wingspan. These characteristics and principal target types are often correlated. Anti-radiation systems such as the IAI Harpy which are designed to detect and attack enemy radar systems tend to be significantly larger and heavier than anti-personnel systems such as the backpack portable UVision Hero-30 which is advertised as being “ideal for anti-personnel missions”. The modular warhead design of many loitering munitions also means that several systems can be configured to conduct attacks against multiple target types. Organising our catalogue entries around each system’s primary target profile, we argue, provides a framework for drawing more concise inferences about the global trends in the design of these technologies, as well as how this may have impacted emerging standards of human control over specific targeting decisions.

Figure 2: Breakdown of loitering munitions in catalogue by type

268 In such cases, we have ordered our catalogue entries around what we understand to be the system’s principal target type. UVision, for example, advertise the Hero-120 loitering munition as being “[i]deal for anti-tank missions, or other strategic objectives”. For this reason, we have classified the Hero-120 as an anti-armour system. UVision, “Hero-120”.
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<table>
<thead>
<tr>
<th>Type of loitering munition</th>
<th>Definition</th>
<th>Catalogue entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-radiation (3)</td>
<td>Loitering munitions principally designed to detect and attack radar systems</td>
<td>Chien Hsiang, Harop, Harpy</td>
</tr>
<tr>
<td>Anti-personnel (13)</td>
<td>Loitering munitions principally designed to attack soldiers and soft-skinned vehicles</td>
<td>Alpagu, Battlehawk, CH-901 Rainbow (FH-901), Drone40, Fire Cardinal, Hero-30, Kargu-2, KUB-BLA, Orbiter 1K, ROTEM L, Spike Firefly, Switchblade 300</td>
</tr>
</tbody>
</table>

As illustrated in table 2, our catalogue entries are divided into 10 sections.
This structure presents some of the major performance characteristics of the 24 loitering munitions included in our catalogue, the development status and history of these systems, and the use of automated and autonomous technologies to support targeting and mobility functions. The full catalogue is available via this link: https://doi.org/10.5281/zenodo.7860762

### Table 2: Catalogue index

<table>
<thead>
<tr>
<th>System manufacturer</th>
<th>Lists this platform’s principal developer and country of origin.</th>
</tr>
</thead>
<tbody>
<tr>
<td>System user(s)</td>
<td>Lists states which have purchased this platform.</td>
</tr>
<tr>
<td>System range</td>
<td><strong>Operational range</strong>: Lists this platform’s maximum range (kilometres). <strong>Operational endurance</strong>: Lists the time which this platform can remain airborne.</td>
</tr>
<tr>
<td>Launch</td>
<td><strong>Platform weight</strong>: Lists this platform’s maximum take–off weight (kilograms). <strong>Wingspan</strong>: Lists this platform’s wingspan length (meters). <strong>Launch method</strong>: Lists how this platform is launched, e.g. pneumatic launch canister, rail–mounted catapult system, rotary power. <strong>Delivery method(s)</strong>: Lists the other vehicles from which this loitering munition can be launched, e.g. aircraft, ground vehicles, warships.</td>
</tr>
<tr>
<td>Payload</td>
<td><strong>Sensors</strong>: Specifies the type of sensor which can be installed onto this platform e.g. electro–optical and infrared camera(s), radio–frequency seeker. <strong>Warhead</strong>: Specifies the type of warhead which can be installed onto this platform e.g. anti–armour warhead, fragmentation warhead, high–explosive warhead, thermobaric warhead.</td>
</tr>
<tr>
<td>Platform variant(s)</td>
<td>Summarises this platform’s development and testing history, funding and production information, and any major operational deployments.</td>
</tr>
<tr>
<td>Development status</td>
<td>Lists information on the status of this platform’s development including whether it has entered operational service, remains in development, or has been cancelled.</td>
</tr>
<tr>
<td>Development history</td>
<td>Briefly summarises the loitering munition’s development history, production and funding information, and operational history.</td>
</tr>
<tr>
<td>Target type</td>
<td>Lists the different types of targets which this platform can attack, e.g. radar and air–defence systems, tanks and armoured vehicles, light skinned vehicles.</td>
</tr>
<tr>
<td>Integration of autonomous and automated technologies</td>
<td>Autonomous attack: Presents information on the use of autonomy and/or automation to support targeting functions including the tracking of moving targets and the use of target recognition software. Human control over targeting: Presents information on the role human operators play in this platform’s targeting processes including whether the platform is advertised as being designed to operate with a “human–in–the–loop” and is installed with an “abort/wave off” capability. Autonomous flight: Presents information on the use of autonomy and/or automation to support mobility functions including whether this platform is installed with way–point navigation and autonomous navigation capabilities.</td>
</tr>
</tbody>
</table>
4.2b Catalogue research design and qualifications

Our catalogue of the integration of automated and autonomous technologies into loitering munitions has been constructed from a range of open-source materials. This exercise involves certain methodological trade-offs deserving of three important qualifications.

First, as Daan Kayser also observes, there are gaps in some of the information which is publicly available on the technical design details and use of weapons integrating automated and autonomous technologies. Prior to Russia’s February 2022 invasion of Ukraine, Aevex Aerospace Phoenix Ghost’s loitering munition was “shrouded in mystery”. Neither its manufacturer nor US government officials had released much information on this system. This would later be compiled by analysts and journalists. In the case of at least two loitering munitions included in our catalogue – the Chien Hsiang and Fire Cardinal manufactured by Taiwan’s National Chung–Shan Institute of Science and Technology – geopolitical factors have also impacted data availability. As Wim Zwijnenburg and Foeke Postma observe, “given the political and military tensions in the region, technical specifications for many Taiwanese drones are rarely published in the public domain”. Whenever possible, we have retained these entries in our catalogue, even if there are significant gaps in the open-source data which is available regarding the use of autonomy in these loitering munitions. This is with the belief that some – if limited – information about the integration of automated and autonomous technologies into these systems can make a timely contribution to the international debate in this area.

Second, autonomy is a contested notion which has meant different things, to different actors, at different times. The various stakeholder groups involved with the real-world development and regulatory debates on weapons integrating automated and autonomous technologies – whether these be states parties deliberating at the UN CCW, government bureaucracies, or weapon manufacturers – have defined this notion in a manner which advances their perceived interests. Depending on the audience, weapon manufactures may “play up the sophistication and autonomy of their products in marketing, and downplay them when scrutinised by international bodies such as the United Nations”. It is important to acknowledge that weapon manufacturers may exaggerate the “autonomous” capabilities of their systems, whether this be with the aim of increasing export orders or making their systems appear more technologically sophisticated than they actually are. These factors have complicated our creation of a catalogue of automated and autonomous technologies in loitering munitions. This is because what is listed as an “autonomous” capability in one open-source reference could be different from how we understand this notion (see Section 2) and how autonomy may actually be used in that system. As Michael Horowitz notes:

Autonomy is a contested notion which has meant different things, to different actors, at different times
And third, the weight given to the publicly available information on the possible technical capabilities of loitering munitions must be qualified by uncertainties regarding the Rules of Engagement under which these systems are operated. It is not possible from the available open-source material to conclusively determine whether how autonomous technologies could be used in a certain loitering munition correlates with how autonomous technologies are fielded in these systems. This ambiguity underpins much of the media debate on the purported use of “killer robots” in Libya and Ukraine. As Zachary Kallenborn highlights, it is extremely difficult to verify whether (and if so how) autonomy may have been used in a system’s targeting processes. As such, whilst the systems included in our catalogue may have latent automated and autonomous technologies in targeting functions, we cannot claim to know whether these capabilities are used in practice.

Whilst recognising these factors, our catalogue entries draw from a range of different types of open-source material summarised in Table 3. To the extent to which it has been possible, we have been careful to scrutinise the ‘trustworthiness’ of the open-source material used to construct our catalogue. In the case of media reports, it is important to acknowledge the “possibility of inaccurate information being either mistakenly posted or posted in a deliberate attempt to mislead the reader and thus influence public opinion”. Whenever possible, we have thus attempted to first use the material published by weapon manufacturers and defence ministries to populate our catalogue entries. In the case of the Chinese (CH-901 Rainbow [FH-901], WS-43) and Russian (KUB-BLA, Lancet-3) loitering munitions included in our catalogue, we have also received translation support from native Mandarin and Russian speakers. This step has been taken to reduce the risk of translation errors and the possible (re)circulation of incorrect information about the systems included in our catalogue.

Table 3 Summary of the open-source materials used to populate our catalogue

| Brochures, factsheets, promotional material, and other marketing material published by the loitering munition’s manufacturer. |
| Press releases and other material published by defence ministries and other government bodies involved with the development of loitering munitions. |
| Media reports from reputable international news and defence outlets including *Army-Technology*, *The Drive*, *Flight Global*, *Janes Defence Journal*, *Shephard Media* and *UAS Vision*. When appropriate, we have also drawn from national news outlets in India, South Korea, and Taiwan, amongst other countries. |
| Other catalogues of weapons integrating autonomous and automated technologies including those with a particular focus on loitering munitions. |
| Open-source intelligence published on social media sites such as Twitter. |

---
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4.3 Summary of our findings

As previously discussed, the earliest loitering munitions were large and comparatively heavy platforms designed to locate and attack clearly specified military targets such as radar systems. Since the early 2010s however, there has been a clear global trend toward the development of smaller and more portable systems designed for use by special force and infantry units. Consistent with this dynamic, smaller loitering munitions such as the STM Kargu–2 have been specifically designed for use as part of “asymmetric warfare and anti-terrorism operations”. The Textron Defense Systems Battlehawk, a tactical loitering munition developed to compete for orders from the US Army’s Lethal Miniature Aerial Missile System programme which began in 2008, was also designed to conduct strikes “against personnel and light vehicle targets in irregular environments”. The AeroVironment Switchblade 300, which would secure the bulk of the orders from the US Army’s Lethal Miniature Aerial Missile System programme, was reportedly used in combat by American special operation forces in Afghanistan, Iraq, and Syria. In being designed for use in such complex irregular warfare settings, this category of tactical loitering munition fulfils a different set of military functions than earlier SEAD systems such as the IAI Harpy. As suggested in our accompanying catalogue, an increasing number of states appear to be purchasing and fielding these systems.

The Israeli weapons manufacturer UVision, for example, advertises the Hero–30 as being “ideal for anti-personnel missions”. UVision similarly market its larger Hero–120 platform as being designed to conduct “pinpoint strikes against anti-armor, anti-material and anti-personnel targets including tanks, vehicles, concrete fortifications and other soft targets in populated urban areas”. Of the 24 systems included in our catalogue, 14 can be equipped with a fragmentation warhead designed for anti-personnel strikes. The development and use of such anti-personnel systems matters because it underlines a widening of the target profiles which loitering munitions have been fielded to identify, track, and strike.

Similar dynamics are seen in the development of loitering munitions intended to operate in populated areas. Rafael Advanced Defence Systems promote its Spike Firefly loitering munition as being designed to meet the “unique mission profile of urban combat”. This platform is described as being specifically intended for “fighting in a tactical urban environment, where situational awareness is limited, the enemy is behind cover, and stand-off precision engagement is critical”. IAI’s Rotem–L loitering munition is similarly marketed as having “[e]xcellent capabilities dealing with Low Signature Enemy in Urban and Complex Environment”, in addition to “[o]bstacle avoidance for urban operations”. Other systems included in our catalogue which are described by their manufacturers as being...

---
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designed for urban warfare operations include the UVision Hero-30 and Hero-120, the IAI Harop, and the MBDA Fire Shadow. The design of loitering munitions for use in populated areas marks another important trend in the development of systems integrating autonomy to support targeting functions. As examined in section 2, the operation of loitering munitions in populated, urban areas may increase the degree of system unpredictability due to the complexity of these environments.

Another major trend in the global testing and development of these technologies is the integration of loitering munition launchers onto a range of other vehicles and aircraft. The development of canister launched systems which can be carried by an individual soldier has been a major advance in loitering munition design. It has enabled the fielding of a new generation of more portable loitering munitions including the AeroVironment Switchblade 300, IAI ROTEM L, and the Rafael Spike Firefly. This innovation has also helped facilitate the launch of loitering munitions from a range of crewed and uncrewed aircraft – a development which, by significantly increasing the combat radius of these systems, could amplify the unpredictability generated by their use.

For example, there are versions of the STM manufactured Alpagu loitering munition which can be “launched from armed unmanned aerial platforms”. The CH–901 Rainbow (FH–901) loitering munition can, according to Chinese news reports, similarly be launched from under the wings of other unmanned systems. WB Group have promoted a specially designed launch-pod that enables the Warmate TL to be launched from uncrewed aircraft and, in the future, helicopters possibly including the Sikorsky S–70i Black Hawk. According to analysts, this capability provides the Warmate with a “greatly extended range”, converting it into a “stand-off weapon”. The American drone company Kratos has similarly tested the launch of the AeroVironment Switchblade from its tactical Airwolf uncrewed aircraft. According to Kratos company officials, the airborne-launch of the Switchblade “extend[s] the terminal utility range of that Switchblade by orders of magnitude”. These design features may pose new challenges to human control because they help widen the geographical area within which a strike could occur.

As Kelsey Atherton notes, loitering munitions have been at the “forefront of autonomous lethality” for decades. In the second section of this report, we unpacked how autonomy and automation have been used to support mobility and targeting functions. As we discussed, mobility functions are those which “allow the system to govern and direct its own motion within its operating environment without direct involvement of a human operator”. Targeting functions, on the other hand, relate to a system’s ability after its activation to search for, identify, and strike a specified category of object.
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Following reports that suggested that Kargu-2 loitering munitions may have been used to attack targets without human supervision as part of the Libyan Civil War, the CEO of the system’s manufacturer STM Hakan Güleryüz stressed that “[o]ur homegrown autonomous AI drone technology is mostly used for navigation purposes”.299 This remark speaks to a wider trend in loitering munition development. All 24 of the loitering munitions included in our catalogue appear to have been installed with at least some autonomous and/or automated navigation capability.300 This is generally used for systems to navigate toward (and within) an operator designated area of operation without the need for the system to be manually piloted. The operator instead monitors the platform’s operation using the systems ground control station which can be used to alter its course and direction.

UVision, for example, market its Hero-30 and Hero-120 loitering munitions as being installed with “sophisticated navigation methods” (possibly including “sophisticated on board navigation algorithms”) which enable the operation of these systems in GPS denied environments.301 According to Elbit Systems, the SkyStriker platform “uses autonomous navigation during its cruising and loitering phases”.302 The Turkish defence manufacturer STM similarly advertises its Alpagu platforms as being designed to conduct “fully autonomous navigation via [the company’s] unique flight control system”.303 Moreover, many of the systems included in our catalogue appear to be installed with a way-point navigation capability.

Most of the loitering munitions included in our catalogue are advertised as being designed to be operated with a human-in-the-loop. Some loitering munition manufacturers such as DefendTex have stressed that their systems “will never be autonomous, fully acquire and prosecute target without authorisation and confirmation from the human”.304 Consistent with such claims, loitering munitions operators are often presented as being required to designate and/or confirm a target before executing a strike. Furthermore, a majority of the systems included in our catalogue have either been advertised or described as being installed with an “abort/wave-off” capability which enables the operators of these platforms to abort a strike if battlefield conditions change between the time when a potential target is detected and when a strike is authorised (e.g. a non-combatant enters the combat zone). In the case of anti-radiation loitering munitions such as the IAI Harpy and the Chien Hsiang which are not installed with an electro-optical sensor, if an emitting radio frequency is lost or switched off, a strike will be automatically aborted, and the system will re-enter its “loiter pattern”.

Notwithstanding this, our catalogue suggests that autonomous and automated technologies have possibly been integrated into the targeting functions of many currently fielded loitering munitions. Whilst it is not possible to verify these claims on the basis of our review of the available open-source material, at least eight of the systems included in our catalogue appear to be advertised or described as being designed to operate without human supervision.

---
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as having being installed with some form of target (or object) recognition software. The processes of tracking and navigating toward operator designated targets (including during the terminal phase of a strike) are also widely advertised as being highly automated. In the case of the AeroVironment Switchblade loitering munitions for example, the systems are marketed as “already incorporate[ing] a certain level of autonomy... one can simply designate a target and the Switchblade will track that target even if it moves, without the operator redirecting it”. Other systems are advertised as being installed with “autonomous” attack modes. The WB Warmate, for example, is installed with a “[f]ully autonomous attack mode on selected target[s] based on on-board video tracking system”. Elbit Systems, likewise, describe its SkyStriker platform as being a “fully autonomous LM [Loitering Munition] that can locate, acquire and strike operator-designated targets”.

In short: at the time of writing (April 2023), loitering munitions offer a nuanced picture on the extent to which autonomy has been integrated into weapon systems. On the one hand, most manufacturers of the loitering munitions examined in the report clearly require human inspection and approval of specific targets prior to the release of force. This suggests that direct, real-time human control of the targeting functions of loitering munitions integrated automated and autonomous technologies is a widely accepted principle. On the other hand, the loitering munitions we examined also appear to have a latent capability to identify, select, track, and strike targets without further human intervention. The design of such systems therefore clearly speaks to the global trend toward the integration of greater levels of autonomy into weapons systems.
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5 Loitering munitions in action and areas of concern

To extend our study of how the global development and fielding of loitering munitions since the 1980s may have impacted emerging standards of human control over the use of force, this section of our report examines the use of these weapons in three case studies: (1) the Libyan Civil War (2014–2020), (2) the Nagorno–Karabakh War (September–November 2020), and (3) the War in Ukraine (February 2022–). These cases have been selected for detailed analysis because of their prominence in the scholarly debates and media coverage given to loitering munitions. 309 Libya is widely reported as being the site of the first combat use of an autonomous weapon due to a strike which may have involved Kargu–2 loitering munitions. Both the 2020 Nagorno–Karabakh War and the ongoing War in Ukraine have been called “drone wars” 310 and have been associated with “a new age of warfare.” 311 The dynamics of using loitering munitions with sensor-based targeting in these conflicts are therefore indicative of current trends in the development of autonomy in weapon systems that deserve detailed empirical scrutiny.

This section thus develops our report’s overall analysis by illustrating the three areas of concern we identified regarding the operation of loitering munitions integrating autonomous and automated technologies. First, the use of such platforms creates significant uncertainties around both the situational and the decision-making dimensions of human control. Second, as particularly underlined in the War in Ukraine, the cases highlight a growing trend towards using such platforms in populated areas. Third, these cases emphasize how loitering munitions have the potential to create indiscriminate and wide area effects associated with the uncertainty about when and where targets will be struck within a wide geographical area.


5.1 The Libyan Civil War (2014-2020)

In the context of the Libyan Civil War, loitering munitions were chiefly deployed by the Government of National Accord (GNA) from 2019 onwards. At this stage of the war, there was only one other armed faction to contend with: the Libyan National Army (LNA) commanded by General Khalifa Haftar. Both factions received external military support: the GNA from Turkey and the LNA from Russia. Although the Kargu-2 loitering munition had been used by GNA forces to strike a Russian designed Pantsir-S short-range air defence system, it should be noted that the LNA had not operated this system as part of an integrated air defence network, thereby limiting their ability to defend the Pantsir-S from aerial strikes.

In May 2021, a report authored by a UN Panel of Experts on Libya regarding the Libyan Civil War in the period between October 2019 and January 2021 received significant global media attention because it characterised the Kargu-2 loitering munition as an AWS. The Kargu-2 is a quadcopter manufactured in Turkey by STM Defense Technologies Engineering and has been operational with the Turkish military since 2018. Previously, the Kargu-2 had been deployed by Turkey along the Turkish–Syrian border. Weighing 7kg, the Kargu-2 is a small platform that has a range of 10km and an operational endurance of 30 minutes. Having been designed for anti–terrorist operations, the Kargu-2 can strike various objects such as “convoys of light vehicles, parked aircraft, radar dishes and sensor systems, ammunition and fuel dumps”.

The UN report alleged that, in March 2020, forces affiliated with the GNA had used the Kargu-2 to strike LNA associated militias without immediate human supervision. The passage amounts to one paragraph in a report which is over 500 pages in length. Given the attention it has received, this paragraph is worth quoting in full:

Logistics convoys and retreating HAF [Haftar Affiliated Forces] were subsequently hunted down and remotely engaged by the unmanned combat aerial vehicles or the lethal autonomous weapons systems such as the STM Kargu-2 (...) and other loitering munitions. The lethal autonomous weapons systems were programmed to attack targets without requiring data connectivity between the operator and the munition: in effect, a true ‘fire, forget and find’ capability.

The media coverage given to this report presents this incident as being the first time a loitering munition was used to “autonomously” target military personnel on the battlefield. This claim has generated substantial debate about the novelty
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of the sensor–based targeting systems integrated into the Kargu–2 (and other loitering munitions). Most probably, this was not the first time that loitering munitions have been used on the battlefield as our later discussion of Azerbaijan’s use of the Harop in 2016 underlines (section 5.2).

Prior to the publication of the 2021 UN report on the Libyan Civil War, STM had advertised the Kargu–2 as being installed with “both autonomous and manual modes” and utilising “real-time image processing capabilities and deep learning algorithms”. A promotional video released by the company in April 2018 presented the Kargu–2 as providing its operator with the “[a]bility to autonomously fire–and–forget through entry of the target coordinates” and offering “[a]utonomous and precision hit with minimal collateral damage”. In the same promotional material, the Kargu–2 is depicted as utilising “real time target detection” capabilities via what appears to be its identification of a stationary pick–up truck which is then struck.

The promotional material released by STM regarding the Kargu–2 since the publication of the UN report, in contrast, presents the platform’s technological capabilities in different terms. Here, the Kargu–2 is described as being “capable of performing fully autonomous navigation” but that its “[p]recision strike mission is fully performed by the operator, in line with the Man–in–the–Loop principle”. Further, while the 2018 promotional video about the Kargu–2 published on YouTube referred to the system as an “autonomous rotary wing attack drone”, more recently published promotional material describes it as a “rotary wing attack drone loitering munition system”. The reference to autonomy has notably been dropped in manufacturer references to the Kargu–2. According to a July 2021 STM press release, “[e]ach mission (both ISR [Intelligence, Surveillance, and Recognition] and is performed under the complete control of the human operators, limiting the platform’s autonomy to navigational purposes only”. This (re)framing of the platform’s use of autonomy is consistent with comments made by the company’s CEO Hakan Güleryüz following the publication of the UN Report. As Güleryüz describes it, “[a]t STM, we always think ethically a human should be involved in the loop”. Although STM still claims that the Kargu–2 utilises an “Automatic Target Recognition System”, the technical specifications of this capability appear to have not been documented.

According to 2020 news reports about this platform, the Kargu–2 is installed with “deep learning algorithms to locate, track, and identify targets without human assistance” and uses facial recognition. Generally, media articles discussing the Kargu–2 include explicit references to AI. At times, it has been described as being “powered by artificial intelligence”. Analysts contributing to the debates on AWS
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(typically with a focus on international security and/or emerging technologies) similarly draw attention to the Kargu–2’s use of “AI-driven image recognition”336 software and its “machine learning-based object classification”337 to support targeting functions.

From this, it could be inferred that the integration of automated, autonomous, and AI technologies into the Kargu–2’s targeting functions has shifted over time. In our assessment however, what is most likely to have changed is not the system’s actual technical functionalities but rather the language its manufacturer (and others) have used to describe these capabilities. The timing of these changes coincides with, and was likely prompted by, the UN report’s discussion of the Kargu–2’s purported use without human control in Libya.

The principle that STM thought these changes were necessary gives us important insights into the role of perception in the AWS debate. It appears as if, following the publication of the UN report and the global media coverage that it received, STM no longer believed it appropriate to publicly describe its system as being “autonomous”, instead choosing to highlight its operation in line with “human–in–the–loop” principles. Prior to the publication of the UN report, the manufacturer may have judged the state of debate differently and therefore prioritised the marketing potential of advertising the integration of autonomous and AI technologies.338

Further, there are important details about the Kargu–2’s mode of operation in Libya that the UN report does not include. For example, it is not outright stated whether the strikes conducted by the Kargu–2 led to human harm or death.339 This is implied within the report, as it refers to the “continual harassment from the unmanned combat aerial vehicles and lethal autonomous weapons systems” as a “highly effective combination in defeating” the Pantsir.340 Similarly, “significant casualties” in the battle are mentioned.341 Second, the report does not explicitly state whether the Kargu–2 was believed to be operating in an autonomous or manual mode. The report only notes that “the lethal autonomous weapons systems were programmed to attack targets without requiring data connectivity between the operator and the munition”.342 This suggests that the Kargu–2 may be technically capable of tracking and striking targets autonomously343 — an observation that is further corroborated by how STM described the system’s functionality prior to May 2021. It nonetheless remains unclear whether the platform was actually used in an autonomous mode.344

STM officials publicly denied that the Kargu–2 platform had conducted any “autonomous” strikes in Libya. Speaking in June 2021, STM’s then CEO Hakan

338 Perhaps inadvertently, this incident highlights the salience of the human control principle along its situational and decision-making dimensions as it plays out in international media and the international public. After all, a series of international surveys conducted on behalf of the Campaign to Stop Killer Robots in up to 28 countries in 2021, 2018, and 2017 showed that negative public attitudes towards the use of AWS have been stable. By aligning its system with the human–in–the–loop language, the manufacturer appears to have been intended as reputational damage limitation. Ipsos, “Global Survey Highlights Continued Opposition to Fully Autonomous Weapons,” Ipsos, February 2, 2021, https://www.iposs.com/en/us/global-survey-highlights-continued-opposition-fully-autonomous-weapons.
344 Kallenborn, “If a Killer Robot Were Used, Would We Know?”
Güleyüz insisted that “[o]ur homegrown autonomous AI drone technology is mostly used for navigation purposes as well as designating and differentiating humans, animals, vehicles, etc. Therefore, it is not capable of launching fully autonomous attacks on targets”. The language used here is similar to how other weapon manufacturers describe the integration of autonomous technologies in their loitering munitions, for example the Alpagu and the Hero-30. As Güleyüz put it: “[u]nless an operator pushes the button, it is not possible for the drone to select a target and attack”. A spokesperson for STM underlined that the Kargu-2 “cannot attack a target until the operator tells it to do so”, while further characterising information used in the UN report as “speculative, unverified” and “not to be taken seriously”. STM maintain that autonomy is principally used to support navigational tasks, not to conduct strikes. This explicitly contradicts how STM marketed the Kargu-2’s technological capabilities prior to the publication of the UN report.

Aside from the Kargu-2, other loitering munitions may also have been used during the Libyan Civil War. An image posted on social media in April 2020 appears to show a Polish-manufactured Warmate platform. The identity of the state or non-state group which operated this platform is unknown, as is the extent to which Warmates have been used in Libya. WB Group confirmed to the Polish defence publication MILMAG Military Magazine that the image showed a “dismantled fuselage of a Warmate combat unmanned aerial vehicle”. MILMAG speculated that this Warmate platform had likely been damaged before it could be used. Both MILMAG and other defence publications have speculated that this particular Warmate could have been provided by Turkey, which purchased Warmates in 2018. At 5.3kg, the Warmate has a range of 30km and an operational endurance of 60 minutes. This larger radius sets the system apart from comparably sized anti-tank guided missiles. The Warmate’s intended targets are “light armoured vehicles, fortifications, and infantry”.

Different variants of the Warmate loitering munition appear to be capable of operating in manual and autonomous modes. On the one hand, the manufacturer describes the Warmate as having a human–in–the–loop and “being semi-autonomous during a strike”. A human operator assesses a target “before launching a strike” via “a daylight or thermal camera”. Therefore, according

---
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In sum, the pattern of loitering munitions use in the Libyan Civil War highlights significant uncertainties surrounding the quality of human control exercised along the decision-making component. The fact that STM, the manufacturer of the Kargu–2, has changed how it described the system’s technological functionalities after it drew significant press attention illustrates that manufacturer communications are changeable. Loitering munitions appear not to have been used in populated areas in Libya. But both the Kargu–2 and the Warmate are designed to be used against a variety of military objects, including vehicles, thereby illustrating a trend towards an expanding number of targets that such systems can identify and select. The loitering munitions used in Libya also underline trends towards greater system mobility and geographical range that can lead to indiscriminate and wide area effects. The range (max. 10km, Kargu–2; max. 30km, Warmate) and operational endurance (max. 30 minutes, Kargu–2; max. 60 minutes, Warmate) of the systems used indicate that objects and personnel in this radius could become targets. In addition, both the Kargu–2 and the Warmate can be equipped with thermobaric warheads. Although they do not appear to have integrated such warheads in Libya, their potential to include this payload underlines a further area of concern regarding their wide area effects because of the blast radius involved with the operation of thermobaric weapons.

5.2 The 2020 Nagorno-Karabakh War

The Nagorno-Karabakh War between Armenia and Azerbaijan (27 September – 10 November 2020) saw the Azerbaijani use of various Israeli-manufactured loitering munitions including the Harop (occasionally also referred to as Harpy–2), the Orbiter 1K, and the SkyStriker (see table 5). Armenia deployed its indigenously developed HRSH loitering munitions but to little apparent military avail. Azerbaijan’s use of drones, such as the Turkish-manufactured Bayraktar TB–2, to destroy Armenian air defence systems and tanks has received significant media attention. The use of loitering munitions in this conflict has led some analysts and media commentators to characterise the 2020 Nagorno-Karabakh War as a potential watershed moment regarding the use of mobile weapon systems integrating automated, autonomous, and AI technologies in targeting. Azerbaijan’s celebration of their use of various types of uncrewed technologies
in this conflict via daily posts on the Defence Ministry’s website and on big screens in the capital Baku informed such discourse.\textsuperscript{366} Following this line of argument, the 2020 Nagorno–Karabakh War “has become the most powerful example of how small and relatively inexpensive attack drones can change the dimensions of conflicts”.\textsuperscript{367} The comparatively low cost of these platforms, combined with perceptions of their military utility, are understood as being major factors contributing to the proliferation of these technologies.\textsuperscript{368}

<table>
<thead>
<tr>
<th>Name</th>
<th>Purchased in</th>
<th>Estimated inventory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harop</td>
<td>2014–2016</td>
<td>50</td>
</tr>
<tr>
<td>Orbiter 1K</td>
<td>2016–2019</td>
<td>80</td>
</tr>
<tr>
<td>SkyStriker</td>
<td>2016–2019, Azerbaijan have also manufactured this system domestically</td>
<td>100</td>
</tr>
</tbody>
</table>

Because of the wide range of uncrewed weapon systems in Azerbaijani military service, it is difficult to assess with certainty which loitering munitions may have been used in this conflict, whether these systems integrated automated, autonomous or AI technologies in targeting, and if the use of these platforms led to losses of life. Yet, due to their widespread use, drone and loitering munition strikes will likely account for a share of the 4,000 Armenian soldiers killed in this conflict.\textsuperscript{370} Open-source intelligence suggests that Azerbaijan’s loitering munitions contributed to significant Armenian military losses including tanks, infantry fighting vehicles, self–propelled artillery, multiple rocket launchers, surface–to–air missile systems, radars, trucks, and jeeps.\textsuperscript{371} Yet, such open-source intelligence does not specify the types of loitering munitions used to conduct these particular strikes. This means that any of the systems in Azerbaijan’s possession could conceivably have been used.\textsuperscript{372} At first, Azerbaijan appears to have used loitering munitions primarily to destroy Armenian radars and SAM (surface–to–air–missile) launchers. As the war progressed, loitering munitions appear to have been used to strike Armenian ground targets including artillery positions, soldiers in assembly areas, armour, and logistic supply lines.\textsuperscript{373} The Harop seems to have played a prominent role in this conflict.\textsuperscript{374} According to Hikmet Hajiyev, an Azerbaijani foreign policy advisor, the platform had been “very effective[ly]” used against the Armenian military during this conflict.\textsuperscript{375} The Harop is designed to home in on radar-emitting targets including air defence systems. The platform has electro–optical and infrared cameras allowing it to strike a wider
set of targets, including in populated areas, giving human operators the capacity to abort a strike.\textsuperscript{376} Weighing 135kg, the Harop is significantly larger than loitering munitions such as the STM Kargu-2 used in Libya. It also has a much wider range of 200km and an operational endurance of 9 hours.\textsuperscript{377}

Video footage posted online suggests that the Harop was utilised in October 2020 to destroy the 36D6 Tin Shield radar used as part of an Armenian operated S–300 air defence system.\textsuperscript{378} The Harop is also suspected to have been used to strike S-300 air defence systems as part of an operation in which the Azerbaijani military used converted Antonov An–2 biplanes as bait to draw out the location of Armenian radars.\textsuperscript{379} As Joël Postma explains:

\textit{Azerbaijan reportedly converted a number of old Soviet Antonov–2 biplanes into remotely piloted vehicles and flew them into the range of Armenia’s air defenses. As the air defense systems, such as SA–8 Gecko, SA–13 Gopher and SA–10 Grumble, tracked, and engaged the AN–2s, the HAROP picked up the radar signal and self–destroyed into the target.}\textsuperscript{380}

Because of its use of an electro–optical guidance system, the IAI characterises the Harop as a “human–in–the–loop” system.\textsuperscript{381} This contrasts with the IAI Harpy, a predecessor system to the Harop, which is described as “a fire and forget autonomous weapon” that can strike pre–programmed targets without human assessment.\textsuperscript{382} In the case of the Harop, the operator “directs the selected [platform] to the target area and uses the video image to select a target, and to attack it”.\textsuperscript{383} Despite this, analysts have described the Harop as an “anti–radiation weapon that autonomously homes in on radar emitters.”\textsuperscript{384} It may be that the Harop has the technical capability to strike targets without human assessment, but is currently operated with a “human–in–the–loop”.

Other media reports point to the Azerbaijani use of the Orbiter 1K\textsuperscript{385} and the SkyStriker during this conflict. Footage posted on social media in October 2020 appears to show an Azerbaijani Orbiter–1K platform having crashed in (or having been disabled over) Nagorno–Karabakh,\textsuperscript{386} as well as to support a strike against an Armenian artillery position.\textsuperscript{387} There are unconfirmed reports that the Azerbaijani military also deployed its fleet of SkyStriker loitering munitions during this
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conflict. Some claim that the SkyStriker was “extensively used ... to strike moving targets including armoured personnel carriers”. According to Oryx’s open-source analysis of Azerbaijani military losses during this conflict, three SkyStriker platforms had crashed and had been captured.

The Orbiter 1K weighs 13kg, has a range of 100km and an operational endurance of 2.5 hours. At 35kg, the SkyStriker has a range of 100km while its operational endurance ranges from 1–2 hours, depending on the weight of the warhead it is equipped with. These are significant ranges, underlining that these platforms can have wide area effects. Further, the Orbiter 1K is explicitly designed for “missions against soft-shell and human targets” in infantry and special operations contexts.

There are different reports about the degree to which automated and autonomous technologies are integrated into the Orbiter 1K’s and the SkyStriker’s targeting. Like the IAI Harop, these suggest that, via the use of target recognition software, these platforms could possibly be technically capable of striking targets without human assessment but, in practice, are currently operated in line with “human-in-the-loop” principles. Elbit Systems, the SkyStriker’s manufacturer describes these platforms as being capable of “independently scanning [a given area], detecting a target and then destroying it”. A human operator reportedly visually inspects targets before the SkyStriker conducts attacks in a process that is described as “really just dragging an icon on the screen”. Human operators can also “abort a strike up to two seconds to impact”. The Orbiter 1K is described as a “[human]-in-the-loop guidance system whereby the operator is either actively flying or otherwise monitoring the video feeds from the drone and they can see what it sees throughout the mission”. Early media coverage given to the Orbiter 1K noted that the platform as being capable of “independently scanning [a given area], detecting a target and then destroying it”.

In sum, the 2020 Nagorno–Karabakh War saw the widespread deployment of different types of loitering munitions. Fighting in the war also extended to populated areas, but it is uncertain whether loitering munitions were used in these environments. The precise quality of human control exercised in these scenarios is, once again, uncertain. The manufacturers of the Harop, Orbiter 1K, 388 Neelam Mathews, “Threatened India Issues Flurry of UAV Orders,” Shephard, September 9, 2021, https://www.shephardmedia.com/news/air-warfare/threatened-india-issues-flurry-uav-orders/
and SkyStriker describe these systems as being operated in line with “human in-the-loop” principles. Nevertheless, there are possible indications that these systems are technologically capable of engaging targets without human assessment.\textsuperscript{400} The range (max. 100 km, SkyStriker; max. 100 km, Orbiter 1K; max 200km, Harop) and operational endurance of these systems (max. 2 hours, SkyStriker; max. 2.5 hours, Orbiter 1K; max. 9 hours, Harop) underline trends towards greater system mobility. Given that one of the systems used, the Orbiter 1K, is specifically designed for anti-personnel missions, these long radiiues indicate that objects and personnel in a wide area could be identified as targets.

Table 6: Nagorno-Karabakh in 2016 – The first use of loitering munitions in combat?

<table>
<thead>
<tr>
<th>Year</th>
<th>Event Description</th>
</tr>
</thead>
</table>
| 2016 | The first combat use of a loitering munition is suspected to have occurred in April 2016 during a flare-up of the unresolved territorial dispute between Azerbaijan and Armenia over Nagorno-Karabakh.\textsuperscript{401} Footage published online appears to show an Azerbaijani Harop operating over Nagorno-Karabakh.\textsuperscript{402} Artsrun Hovhannisyan, then spokesman for Armenia’s Defence Ministry, reported in a media interview that the Azerbaijani military had used the Harop to strike a bus carrying Armenian military volunteers, killing seven.\textsuperscript{403} The Harop is capable of autonomous flight to its loitering area at which point the operator manually selects a target for the platform to strike.\textsuperscript{404} But there are question marks about the quality of human control exercised in this instance. Without knowing the particularities of the strike, it is difficult to assess whether the seven Armenian military volunteers constitute “(...) the first ever to be killed by a killer robot”.\textsuperscript{405}

5.3 Russia’s War in Ukraine (Feb 2022–)\textsuperscript{406}

Loitering munitions have been used on both sides of the ongoing War in Ukraine. The Russian military has deployed its domestically manufactured KUB–BLA and Lancet–3, as well as a modified version of the Iranian-manufactured Shahed-136 (renamed Geranium–2), while Ukraine has reportedly used Polish–manufactured Warmates, Australian–manufactured Drone40s, as well as Switchblades (both 300 and 600) and Phoenix Ghosts received from the US.

Russian Operated Loitering Munitions

Manufactured by ZALA Aero, the unmanned aircraft systems (UAS) division of the Kalashnikov Group, KUB–BLA systems have been operational since 2019,\textsuperscript{407} after having reportedly been tested by the Russian military in Syria between 2015–2018.\textsuperscript{408} When ZALA Aero received permission to export this platform,\textsuperscript{409} marketing
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material noted that “this drone already has a successful experience of combat use, confirmed in real conditions”. In December 2021, reports by Russian state-owned news agencies claimed that KUB systems had been used to strike militants fighting in the Syrian province of Idlib. The KUB has a range of 40km and an operational endurance of 30 minutes. The platform is designed “to defeat remote ground targets”, including infrastructure facilities. The KUB can reportedly “only be used against static targets”. In all photos circulated, the KUB is clearly recognisable, indicating that the system either malfunctioned or was downed by Ukrainian electronic warfare systems. These images showed that the KUB was armed with a fragmentation warhead. Fragmentation warheads are “anti-personnel metal spheres [used] to maim and kill victims” that disperse “pieces of the weapon or surrounding material around the point of detonation”. In what is possibly the first reported sighting of a KUB in Ukraine on 12 March 2022, Ukrainian officials reported that the KUB “carried a kilogram of explosives with metal ball bearings” and “dropped over a tall building in Kyiv’s Podil area, setting the roof on fire”. The historical Podil neighbourhood is in Kyiv’s city centre surrounded by many civilian sites including churches, monuments, museums, the oldest Ukrainian university, and apartment buildings. Later footage released by the Russian Ministry of Defence shows the KUB in a strike on an Ukrainian-operated M777 howitzer. Further, in June 2022, the state-run Russian news agency TASS reported that the KUB had been widely used by the Russian military in Ukraine.
Russia has also deployed a second ZALA Aero Group manufactured loitering munition to Ukraine: weighing 12kg, the Lancet-3, a system with a range of 40 km and an operational endurance of 40 minutes. According to open-source analysis, this platform can strike various objects including trucks, troop carriers, tanks, armoured fighting vehicles, air defence systems, and radar units. The Lancet-3’s targeting software appears to be primarily designed to strike stationary objects, making entrenched Ukrainian troops potential targets. Russian state-owned news agency RIA Novosti reports that the Lancet “[…] drones are used against Ukrainian troops entrenched in open-type fortifications, hiding in forest plantations or houses, according to howitzers’ estimates”. The source goes on to explicitly mention that “drones with high-explosive or thermobaric warheads are used to hit manpower”. The Russian military appears to have primarily used the Lancet-3 to strike “high-value targets at long range”.

As with the KUB, the Russian military appears to have rarely deployed the Lancet-3 during the invasion’s early months, most likely due to “operational shortcomings or a lack of inventory”. The Lancet-3 has only been used in large numbers from

Much of the discussion about the KUB in (English-language) news media and analysis asserts that the KUB “incorporates artificial intelligence visual identification (AIVI) technology for real–time recognition and classification of targets”. The source for these claims is a particular fact sheet by the Kalashnikov Group that speaks of AIVI as a system that ZALA Aero is developing. But that fact sheet does not mention the KUB. It is therefore unclear whether the KUB features AI technology in targeting. ZALA Aero has claimed that the KUB is “high precision” in nature, “intelligent” and “most effective” against air defence systems. The Kalashnikov Group notes that the KUB strikes targets “based on target coordinates, which are set manually or based on an image from a target guidance payload”. These are important insights into human operators’ role in the KUB’s targeting process. The latter appears to include two modes: either the operators enter target coordinates that the system then strikes; or the operators preload images of target profiles that the KUB then searches for. If used in the second mode, it is unclear, however, whether human operators assess a target object that has been identified as matching the pre-programmed target profile before the system launches a strike.
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October 2022 onwards, chiefly in eastern and southern Ukraine.\textsuperscript{440} The numbers of systems used have varied. In January 2023, Ukrainian Air Force Spokesman Yuriy Ihnat claimed that the Ukrainian military had “shot down almost 500 drones” since September 2022,\textsuperscript{441} a figure which includes platforms beyond loitering munitions. There is also uncertainty over how many remain in Russia’s arsenal or can be produced in the future, as the sanctions’ regime affects electronic components and processors used in Lancets.\textsuperscript{442}

In October 2022, Russian media outlets claimed that the Russian military had “used several hundred domestic loitering munitions”, especially KUBs and Lancets, to target “Ukrainian anti-aircraft missile systems as well as radar stations.”\textsuperscript{443} Open-source analysis conducted by Oryx found that the Lancet-3 had been used to strike various Ukrainian targets with varying degrees of accuracy.\textsuperscript{444}

In several videos depicting Lancet strikes, soldiers are shown to flee the area seconds before impact, suggesting that the platform is “highly audible or visible or both”, allowing Ukrainian soldiers, reportedly, to also bring it down with small arms fire.\textsuperscript{445}

Zala Aero report that the Lancet-3 can transmit video, allowing it to confirm successful target engagement.\textsuperscript{446} The system is characterised as being “capable of autonomously locating and striking a given target”\textsuperscript{447} and being designed to “autonomously conduct reconnaissance and attack targets”.\textsuperscript{448} Rostec similarly describe the Lancet-3 as a “high precision” weapon.\textsuperscript{449} Equipped with an optical–electronic guidance unit and communication module, the Lancet-3 has a “human-in-the-loop” functionality which allows human operators to visually inspect targets before force is used.\textsuperscript{450} The system reportedly also features “combined technology” allowing it to fly to a holding area and “use its camera to locate a target without human guidance”.\textsuperscript{451} In addition, reports about the use of “modernized” Lancet systems, the Lancet-3(M),\textsuperscript{452} with an operational endurance of 60 rather than 40 minutes, appeared in Russian state media in July 2022.\textsuperscript{453}

In mid-September 2022, reports began circulating about the Russian military’s use of the Iranian designed uncrewed aerial platforms Shahed-131 and -136 (Russian names: Geran’–1 and Geran’–2).\textsuperscript{454} Whether these systems should be classified as loitering munitions is debated. The Shaheds do not display design features that
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are typical for most loitering munitions: the systems navigate using a preloaded set of GNSS coordinates. When used in conjunction with ISR capable platforms, some suggest that the Shahed-136s can receive updated GNSS coordinates during flight. As the Shaheds are not designed to loiter, we do not classify them as loitering munitions but as a “direct attack munition”. These systems are consequently not included in our catalogue. The use of Shaheds systems is still discussed here in order to provide a more complete empirical picture about Russian military operations using loitering munitions and similar systems in Ukraine.

Due to the lack of reliable information about the Iranian development of armed drones, very little was known about the Shaheds-131 and -136 systems before their purported use in Ukraine. For example, the Jane’s Unmanned Yearbook 2022–2023, “often seen as the authoritative source on unmanned systems”, only includes the Shahed-129, a system that is not a loitering munition but an armed drone resembling the Bayraktar–TB2. Nonetheless, the recovery and inspection of several systems in Ukraine has allowed more information about technical specifications to be reported.

The Shahed-131 is an earlier version of the Shahed-136: both are similar long-distance systems, they are both propeller-powered, equipped with a warhead weighing approximately 30–50kgs, have a simple auto-pilot system, and use GNSS-based guidance to hit fixed rather than moving targets via satellite coordinates. The system’s payload may include camera equipment. The systems differ in their range, with 900km for the Shahed-131, and up to 2,500 km for the Shahed-136. The Shahed-136 is designed to strike various ground targets.

The first visual confirmation of the Shahed-136s (designated in Russian military service as “Geran’–2”) deployment to Ukraine was made on 13 September 2022. Reports discussing the use of these platforms increased in October 2022, often to strike critical Ukrainian electricity infrastructure and other civilian but also military objects at a long distance. On 17 October, Shahed-136s were used as part of a strike against a civilian apartment building in Kyiv, killing three people, including a pregnant woman.

Russian forces are reported to have received 2,400 Shahed-136s from Iran and the systems have since been widely used in Ukraine. Open-source intelligence analysis suggests that a large proportion of Geran’-2 strikes were intercepted by Ukrainian air defences. Another important difference between many of the loitering munitions included in our catalogue and the Shahed-131 and -136 is that the latter platforms are rarely used alone, but instead launched in groups of 10. This, combined with their flight at low altitude, makes it more challenging for air defence systems to destroy all of these platforms, and has led to multiple civilian casualties. These (comparatively) cheap and expendable platforms (as of October 2022, more than 400 Shahed-136 have reportedly been used already) are used in groups in the hope that such systems saturate Ukrainian air defence systems, meaning that at least some of them will reach their target. By being used in groups while making a loud motor-like noise, they also take a psychological toll on Ukrainian civilians.

Ukrainian Operated Loitering Munitions

Switchblades are manufactured in the US by AeroVironment and exist in two variants that differ in size and target type. The smaller variant, the Switchblade 300, first appeared in a tech demonstration in 2011, while the development of the larger Switchblade 600 started in December 2020 in an effort to present a “new category of extended range loitering munitions”. The two variants differ in terms of their weight, size, and payload. Although both can be carried by one person, the Switchblade 600 and its components are significantly heavier. Both systems are designed to strike both stationary and moving targets. The variants also differ in their payload: the Switchblade 300 carries an Orbital ATK high-precision weapon, while the Switchblade 600 can carry a variety of munitions, including guided missiles and bombs.
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explosive fragmentation warhead\textsuperscript{482} that “relies on inert projectiles placed inside the warhead”\textsuperscript{483} to primarily target personnel.\textsuperscript{484} On 6 May 2022, the Ukrainian military released footage of what is supposedly the first use of a Switchblade 300 to strike a Russian position.\textsuperscript{485} The Switchblade 600 is equipped with an anti-armour warhead designed to strike military vehicles.\textsuperscript{486} The Switchblade 300 and -600 have an operational endurance of 15 and 40 minutes, respectively.\textsuperscript{487} In July 2022, the US announced that it will supply a total of 700 Switchblade 300s and 10 Switchblade 600s to Ukraine,\textsuperscript{488} commenting that Ukraine had specifically requested these platforms.\textsuperscript{489} The delivery of the Switchblade 600s was delayed to the end of 2022.\textsuperscript{490} In April 2023, news media reported the first use of Switchblade 600s in Ukraine.\textsuperscript{491}

Switchblades have reportedly been used by US special operations forces in Afghanistan, Iraq, and Syria, but the extent of their usage in combat is unclear because it has not been made public.\textsuperscript{492} However, in 2015, an US acquisition personnel was honoured for “the successful delivery of more than 4,000 Switchblade All Up Rounds,” thereby providing accidental insights into the scale of their operation in Afghanistan.\textsuperscript{493} The US trained some Ukrainian military personnel who were in the US when the Russian invasion of Ukraine began. While the extent of the training provided is unclear, a US defence official noted that “some minimal training for knowledgeable UAS operators” was needed to operate these systems and that “we’re going to be working through those training requirements directly with the Ukrainian Armed Forces.”\textsuperscript{494}

The Switchblade 300 can be guided manually through remote piloting via a camera feed\textsuperscript{495} but is also capable of autonomous flight via a type of GPS waypoint
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When operated manually, the system "provides the operator with real-time video and Cursor-on-Target GPS coordinates for information gathering, targeting, or feature/object recognition." The Switchblade is equipped with ISR sensors (including cameras) and image processing, i.e. software designed for feature and object recognition. AeroVironment describes the Switchblades as "human-in-the-loop" systems as the platforms require "positive target confirmation" before a strike. Moving forward, AeroVironment’s President & CEO, Wahid Nawabi, suggested that the system may be capable of "select[ing] targets autonomously with minimal support by human-in-the-loop." As the technology reporter Hambling remarks, "the operator may do little more than confirm a target located by the smart weapon, requiring only a brief burst of communication rather than continuous control".

In addition to the Switchblade 300, the US has supplied Ukraine with newly developed Phoenix Ghost loitering munitions. The first 121 of these platforms were delivered in April 2022 and the US has since reportedly provided Ukraine with a steady supply. The US Air Force had been jointly developing this platform in collaboration with Aevex Aerospace before the invasion. The Phoenix Ghosts has been described as having a similar tactical role and set of targets as the Switchblades. Such platforms have therefore been used to strike Russian mortar positions and “medium-armoured targets.” Yet, the Phoenix Ghost has a long-endurance loitering capability of up to six hours, while the Switchblade 600 can loiter for up to one hour. There is still very little information available about the extent to which automated and autonomous technologies are part of the Phoenix Ghost’s targeting system. The Phoenix Ghost operates via infrared guidance.
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Finally, Australia has supplied Ukraine with another type of loitering munition, 300 Drone40s, in August 2022.510 Weighing 0.2kg, the Drone40 has a range of 20km and an operational endurance of 60 minutes.511 Equipped with a fragmentation warhead, the Drone40 is designed to both strike personnel and armoured military objects.512 Analysts note the Drone40’s potential use in populated areas.513 The Drone40 includes autonomous technology to support targeting allowing the system, for example, to identify and track the radar profiles of objects such as T-72 tanks.514 The system has been characterised as “human-in-the-loop” when equipped with ISR sensors allowing human operators to follow the platform’s video feed.515 Further, DefendTex CEO Travis Reddy has stated that the “weapon system will never be autonomous, fully acquire and prosecute target without authorisation and confirmation from the human”.516 Given the growing range of loitering munitions already used by Ukraine and the fact that the Pentagon has invited companies “making or considering making” weapons similar to the Switchblade “to see if their new weapon can prove useful in the hands of Ukraine’s military”, more loitering munitions of similar types are likely to be used in the war in Ukraine.517

In sum, compared to the previous cases discussed, both sides have used loitering munitions much more pervasively and frequently in the war in Ukraine, featuring at least six different platforms designed to strike personnel and a wide range of objects: the Drone40, the KUB-BLA, the Lancet–3, the Phoenix Ghost, the Switchblade 300, and the Warmate. The loitering munitions used in Ukraine have different ranges and operational endurance. To illustrate, the Switchblade 300 has a range of about 10km and can remain airborne for about 15 minutes, the Lancet–3 can remain airborne for 40 minutes, and the Phoenix Ghost for up to six hours. Again, this underlines trends towards greater system mobility. The (comparatively) large combat radius of some of these systems (particularly the Lancet–3 and the Phoenix Ghost) indicates that objects and personnel in a wide geographical area could become targets.

The manufacturers of these systems report that they are operated in line with “human-in-the-loop” principles.518 Nevertheless, the ability of human operators to exercise control over these systems is contingent on first, whether the human operator can watch the system’s video feed and second, whether they have sufficient situational awareness to make properly informed targeting decisions.520 Military personnel launching these systems through pneumatic launch canisters comparable to mortars are likely to be in close proximity to frontline fighting.

Both sides have used loitering munitions much more pervasively and frequently in the war in Ukraine, featuring at least six different platforms designed to strike personnel and a wide range of objects.
This proximity could significantly impact their capacity to critically scrutinise targets suggested to them by the platform’s target recognition software.

Whether human operators have the requisite mental space to question machine-prompted targets in time constrained environments is a major concern of previous research on air defence systems. Failures such as the Patriot fratricides in the 2003 Iraq War underline that high-pressure combat situations can exacerbate the challenges inherent to human-machine interaction.\(^{522}\) In pressured combat situations where human operators are close to frontline fighting, a lack of time for deliberation may combine with automation bias, leading human operators to uncritically trust target prompts without questioning or scrutinising them in sufficient detail.\(^{523}\)

In addition, it is significant that KUB and Lancet platforms have been found in populated areas. Some military analysts have actively called for providing more close-range loitering munitions such as the Switchblade to Ukraine because these are particularly “valuable” for urban warfare operations. They are said to “blend the ability to manoeuvre, conduct surveillance, and strike targets into a single platform, reducing the time between detection and engagement of a target”.\(^{524}\) US military sources also argue that they are “a good option for urban warfare because they can be very precise and avoid collateral damage”.\(^{525}\) The Switchblade originates in the 2004, Defense Advanced Research Projects Agency’s programme called Confirmatory Hunter Killer\(^{526}\) that was specifically developed for urban combat operations.\(^{527}\) Two other systems whose manufacturers mention their application in populated areas, the Australian Drone40 and the Polish Warmate, have also been used in Ukraine.\(^{528}\)

Further, like policy discourse after the 2020 Nagorno-Karabakh War, we are seeing a ‘hype’ around the greater usage of loitering munitions in Ukraine. Security analyst Samuel Bendett refers to the Switchblade as “a key mission multiplier by having every Russian tank, armoured vehicle, or personnel position as a potential target”.\(^{529}\) Other voices go even further in highlighting the (perceivably) transformative effects of these weapons: “the tank – which used to be the king of the battlefield – is now playing second [fiddle] to missile systems that did not exist a couple of years ago”.\(^{530}\) Such claims often draw significant criticism.\(^{531}\) However, the discourse that “future conflicts are going to rely heavily
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on unmanned assets for battlefield engagement” appears to be getting ‘stickier’ and more pervasive over time – with potentially significant consequences for the proliferation of loitering munitions.

These consequences could extend to changing the “human–in–the–loop” principle: many of the platforms used in Ukraine already appear to have the latent technological capability to apply force without prior human assessment. Ukrainian civilian and military officials have also made statements pointing in this direction. In January 2023, Ukraine’s digital transformation minister, Mykhailo Fedorov, held that using loitering munitions without a “human–in–the–loop” is “a logical and inevitable next step”, and that there has been “a lot of R&D [research and development] in this direction”. Ukrainian Lt. Col. Yaroslav Honchar further underlined the operational demand for processing information and making decisions at machine speed, which may lead to loitering munitions applying force without human assessment. Honchar noted, “We have not crossed this line yet – and I say ‘yet’ because I don’t know what will happen in the future”.

In these ways, the war in Ukraine has continued the trend regarding the widespread use of different types of loitering munitions demonstrated in the 2020 Nagorno–Karabakh War. The three areas of concern we have identified are clearly seen in Ukraine. First, both conflict parties have used at least six different types of loitering munition, the patterns of use are more extensive than in previous cases, and loitering munitions were used for diverse purposes, including targeting military objects but, in the Russian case, personnel and in populated areas. Second, our analysis suggests that there could be significant uncertainties around the situational and decision–making dimensions of human control. Along the decision–making dimension, the systems used in Ukraine appear to be operated with a “human–in–the–loop” but may integrate the latent technological capability to apply force without immediate human assessment. Therefore, the actual quality of human control exercised by operators in specific targeting decisions is uncertain. Loitering munitions’ use in urban warfare and other high–pressure combat situations suggests that established findings from problems inherent to human–machine interaction hold. Human operators may over–trust the system’s prompts, they may lack the time for critically deliberating the system’s prompts and they may have had inadequate training to guarantee their understanding of the system. Along the situational dimension of human control, the systems’ operational range (max. 20km, Drone 40; max. 40km, KUB and Lancet–3; 10km, Switchblade 300; 40km, Switchblade 600) and endurance (max. 30 mins KUB; 40 mins, Lancet–3; max. 15 mins, Switchblade 300; max. 40 mins, Switchblade–400; max. 60 mins, Drone 40; max. six hours, Phoenix Ghost) extends the systems’ potential target area both geographically and temporally, thereby possibly making the use of force more unpredictable.

6 Conclusion

As the recent wars in Libya, Nagorno-Karabakh, and Ukraine demonstrate, loitering munitions are becoming an increasingly prominent feature of modern battlefields. These weapons have been designed to strike a range of target profiles, including in some cases human beings, and they have been deployed in various operational contexts, including populated areas. Our analysis of the global trends in the development, acquisition and fielding of these technologies' points to their growing proliferation. This trend will likely intensify as the practices of developing and operating these weapons become more widespread, and the framework of great power competition deepens its hold on strategic thinking. Loitering munitions matter for the ongoing international debates on autonomous weapon systems (AWS). The developments examined in this report are therefore deserving of detailed empirical scrutiny because of how these weapons integrate automated, autonomous and, potentially, AI technologies to support targeting and mobility functions.

Some currently fielded loitering munitions appear to be capable of using a combination of sensors, algorithms, and target profiles to identify, track, select, and strike targets. Most existing types of loitering munitions, however, are advertised as operating with a “human-in-the-loop”. This means that, in principle, human operators are needed to evaluate and authorise strikes. Whilst these systems may not qualify as AWS in the strictest technical sense, their development points to wider global trends towards the integration of greater levels of autonomy into various types of weapon systems. However, our catalogue of the integration of automated, autonomous, and AI technologies into 24 loitering munitions, as well as three investigations into patterns of use (Libya, Nagorno-Karabakh, Ukraine), suggests that the precise quality and form of control exercised by human operators is uncertain both along the decision-making and the situational components of human control. In terms of the decision-making dimension, practices surrounding loitering munitions underline problems inherent to human-machine interaction, such as automation bias, a lack of time for deliberation, and a possible lack of system understanding. Along the situational dimension of human control, certain types of loitering munitions have significant operational ranges which extends the temporal and geographical limits of where force may be used. In populated areas, these patterns of use create new sets of unpredictability regarding the use of force that may result in loitering munitions having indiscriminate and wide area effects.

The proliferation and fielding of loitering munitions has, in our assessment, contributed toward a, perhaps inadvertent, normalization of integrating automated, autonomous, and AI technologies into the targeting processes of existing weapon systems which, in some cases, are operated under uncertain conditions of human control. Our survey of loitering munitions demonstrates that for many platforms there already is ambiguity in manufacturer communications about the extent to which systems can apply force without prior human assessment. The conflict dynamics involved with the War in Ukraine – a key site
for the testing and prototyping of new loitering munitions—may result in the further reduction or removal of human operators from the decision-making loop. Both parties to this conflict have already claimed to have access to loitering munitions with autonomous targeting capabilities and have implied an intention to field these platforms “autonomously”.

These moves are politically significant and are happening concurrently to the stalling of the international discussion about the potential regulation of AWS at the UN CCW.535 Both the 2021 and the 2022 series of GGE meetings ended with a failure to progress its mandate. There have been regulatory efforts outside of the GGE. In February 2023, 33 states from Latin America and the Caribbean agreed in the 2023 Belén Communiqué on “the urgent need to negotiate a legally binding instrument”.536 The 2023 “Responsible AI in the Military Domain” (REAIM) Summit also saw 57 states agreeing on a joint Call to Action structured around the responsible use of AI technologies in warfare. These political declarations are not legally binding, remain “relatively unspecific regarding concrete measures”,537 and are detached from a truly global process of norm-setting in this domain.538 This leaves open the space around AWS void of specific binding legal regulations which, we believe, are required to address the various challenges posed by such systems. Our detailed study of loitering munitions illustrates that developing and operating increasingly mobile systems with sensor-based targeting do not offer guides to “good practices”, as highlighted by some states parties to the CCW. To the contrary, our analysis demonstrates the problems and challenges such practices create, and thereby highlights areas in need of new legally binding rules.

On this basis, we urge states to develop and adopt legally binding international rules on autonomy in weapon systems,539 including loitering munitions as a category therein. We recommend that states:

- **Affirm, retain, and strengthen the current standard of real-time, direct human assessment of, and control over, specific targeting decisions when using loitering munitions and other weapons integrating automated, autonomous, and AI technologies as a firewall for ensuring compliance with legal and ethical norms.** This should include agreeing on substantive qualifications of what a meaningful quality and form of human control entails. A key prerequisite for meaningful human control is for human operators to have a form of digital literacy. Based on our previous research, this should entail: (1) a functional understanding of how the sensor-based targeting system operates and produces outputs, including its known weaknesses; (2) sufficient situational understanding; and (3) a capacity to scrutinise sensor-based targeting rather than over-trusting the system.540
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• Establish controls over the duration and geographical area within which weapons like loitering munitions that can use automated, autonomous, and AI technologies to identify, select, track, and apply force can operate. This should include the development of self-deactivation or self-destruction measures for situations in which connection with the system’s operator is broken and/or the design of control measures which prevent anti-personnel strikes without operator authorisation.

• Prohibit the integration of machine learning and other forms of unpredictable AI algorithms into the targeting functions of loitering munitions because of how this may fundamentally alter the predictability, explainability, and accountability of specific targeting decisions and their outcomes.

• Establish controls over the types of environments in which sensor-based weapons like loitering munitions that can use automated, autonomous, and AI technologies to identify, select, track, and apply force to targets can operate. Loitering munitions functioning as AWS should not be used in populated areas. To minimise the inadvertent risks associated with possible indiscriminate and wide-area effects caused by the fielding of these weapons, states should introduce “limits on situations of use, such as constraining them to situations where civilians or civilian objects are not present.”

• Prohibit the use of certain target profiles for sensor-based weapons which use automated and autonomous technologies to support targeting functions. This should include prohibiting the design, testing, and use of autonomy in weapon systems, including loitering munitions, to “target human beings” as well as limiting the use of such weapons “to objects that are military objectives by nature.”

• Be more forthcoming in releasing technical details relating to the quality and form of human control exercised in operating loitering munitions in specific targeting decisions. Such measures should be viewed as integral to verification, certification, and trust building efforts. They also function as a mechanism for providing constructive scrutiny of the precise level of human control exercised over the targeting functions involved with both loitering munitions and other categories of weapon systems integrating autonomy.

• Share, where appropriate, details regarding the level and character of the training that human operators of loitering munitions receive. States developing and using weapon systems integrating automated, autonomous, and AI technologies in targeting should, to the greatest extent possible, publish details about the training provided to loitering munition operators. These measures should be intended to help ensure that those operating these systems are not inadvertently set up to fail and can overcome the risks associated with automation bias and/or a lack of sufficient situational awareness when tasked with making targeting decisions. This measure would have the added benefit of aiding the circulation of current “practices” in this area, including amongst states which may otherwise be considered “adversaries”, and allowing for them to be subject of public scrutiny.
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